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Preface

Welcome to Melaka, Malaysia, and to the Parallel Symposiums of the 2014 Fourth
World Congress on Information and Communication Technologies (WICT 2014)
during December 8–11, 2014. In the past century, our society has been through
several periods of dramatic changes, driven by innovations such as transportation
systems, telephone. Last few decades have experienced technologies that are
evolving so rapidly, altering the constraints of space and time and reshaping the
way we communicate, learn, and think. Rapid advances in information technologies
and other digital systems are reshaping our ecosystem. Innovations in ICT allow us
to transmit information quickly and widely, propelling the growth of new urban
communities, linking distant places and diverse areas of endeavor in productive
new ways, which a decade ago was unimaginable. Thus, the theme of this World
Congress is ‘Innovating ICT for Social Revolutions’.

The four day World Congress is expected to provide an opportunity for the
researchers from academia and industry to meet and discuss the latest solutions,
scientific results and methods in the usage and applications of ICT in the real world.
WICT 2014 is Co-Organized by Machine Intelligence Research Labs (MIR Labs),
USA, and Universiti Teknikal Malaysia Melaka, Malaysia. WICT 2014 is techni-
cally co-sponsored by IEEE Systems, Man and Cybernetics Society Malaysia and
Spain Chapters and Technically Supported by IEEE Systems Man and Cybernetics
Society, Technical Committee on Soft Computing.

This year, we introduce additional academic activities, Editor-in-Chief’s Panel
Discussion, Student Symposium, Parallel Symposiums, and Research Product
Exhibition. Editor-in-chiefs from world-renowned journals in ICT will be gathered
in a special forum to facilitate sharing session for tips and advice on journal
publication. The following five Parallel Symposiums were organized:

• Intelligent System and Pattern Analysis
• Emerging Computer Security Issues and Solutions
• Data Quality and Big Data Management
• Innovation in Teaching and Learning
• Requirements Engineering
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Many people have collaborated and worked hard to produce a successful
WICT-2014 conference. First and foremost, we would like to thank all the authors
for submitting their papers to the conference, for their presentations and discussions
during the conference. Our thanks to Program Committee members and reviewers,
who carried out the most difficult work by carefully evaluating the submitted
papers. The themes of the contributions and scientific sessions range from theories
to applications, reflecting a wide spectrum of coverage of various data analysis
topics covering big data, data quality, pattern recognition, computer security, etc.
Each paper was reviewed by at least five reviewers in a standard peer-review
process. Based on the recommendation by five independent referees, finally 31
papers were accepted for publication (43 % acceptance rate) in the proceedings
published by Springer.

The General Chairs and the Program Chairs along with the entire team cordially
invite you to attend the Parallel Symposiums of the 2014 Fourth World Congress on
Information and Communication Technologies (WICT 2014).

General Chairs

Ajith Abraham, Machine Intelligence Research Labs (MIR Labs), USA
Ahmad Zaki A. Bakar, Universiti Teknikal Malaysia Melaka, Malaysia

Program Chairs

Azah Kamilah Muda, University Teknikal Malaysia Melaka, Malaysia
Emilio Corchado, Universidad de Salamanca, Spain
Marina Gavrilova, University of Calgary, Calgary
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Bridging Creativity and Group
by Elements of Problem-Based Learning
(PBL)

Chunfang Zhou

Abstract As recent studies have discussed problem-based learning (PBL) as a
popular model of fostering creativity, this paper aims to explore a research question:
How can we bridge creativity and group work using elements of PBL to deepen
understanding of PBL as a tool for creative learning? A theoretical framework
aiming to respond to this question will be provided from a literature review.
Accordingly, five elements include (1) group learning, (2) problem solving,
(3) interdisciplinary learning, (4) project management, and (5) facilitation. These
main elements show PBL is a suitable learning environment to develop individual
creativity and to stimulate interplay of individual and group creativity. This study
builds a theoretical model, urging a systematic view of PBL in creative facilitation
and also indicates its practical significance and potential questions for future
investigation.

Keywords Creativity � Group creativity � Problem-based learning (PBL)

1 Introduction

Creativity plays a crucial role in culture; creative activities provide personal, social,
and educational benefit, and creative inventions are increasingly recognized as key
drivers of economic development [1]. Throughout the world, national governments
are adapting their education systems to meet the challenges of the twenty-first
century. One priority is to promote creativity and innovation. In the new global
economy, the capacity to generate and implement new ideas is vital to economic
competitiveness. But education has a greater economic purpose: It must enable
people to adapt positively to rapid social change and to live with meaning and
purpose at a time when established cultural values are being challenged on many
fronts [2].

C. Zhou (&)
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But what is creativity? In general, the term creativity means to generate new and
useful ideas [3]. Early studies of creativity that focused on psychological deter-
minants of the individual, such as genius and giftedness, were followed by later
studies that explored such ideas as follows: (a) educating for creativity is a rigorous
process based on knowledge and skill, (b) creativity is not confined to particular
activities or people, and (c) creativity flourishes under certain conditions, thus
creativity can be taught [2]. Accordingly, the topic has exploded with interest.
During the past years, creativity has been greatly discussed in the fields of psy-
chology [4, 5], social psychology [6], cultural psychology [7], social culture [8],
and even philosophy [9]. The social approaches to creativity, however, have put
particular emphasis on group creativity. Following the concept of creativity, group
creativity means the creation, development, evaluation, and promotion of novel
ideas in groups. This can occur informally during interactions between friends or
colleagues, or in more structured groups such as laboratory research scientists and
research and development teams [10]. Presently, there is growing attention toward
shaping the development of creativity through group work in the learning envi-
ronment [11].

Problem-based learning (PBL) has been regarded as one of the educational
strategies for creativity that provides a group context as the basic condition to
develop individual creativity. The term PBL was originally coined by Don Woods
[12], based on his work with chemistry students at McMaster University in Ontario,
Canada. However, the popularity and subsequent worldwide spread of PBL is
mostly linked to the introduction of this educational method at the medical school
of McMaster University. Recently, PBL has been introduced into many profes-
sional fields of education and appears to have growing interest in higher education
[13]. In the PBL context, student learning centers on real-life projects–solving
complex problems that do not have a single answer. Students work in collaborative
groups to identify what they need to learn to solve the problems. The teacher
facilitates the learning process, rather than providing knowledge [14]. The central
philosophy of PBL is “student-centered learning,” although there are diverse
models of application of PBL around the world [15].

A literature review provides a response to the following research question: How
can we bridge creativity and group work using elements of PBL to deepen under-
standing of PBL as a tool for creative learning? Throughout the subsequent sections,
this paper explores the link between creativity and learning in the group context and
lays the basis for a later discussion of the influences of PBL elements on creativity.

2 Linking PBL Elements and Creativity

2.1 Creativity and Learning: Going Hand-in-Hand in Groups

We can understand group creativity from two aspects: first, to regard it as the
“creativity of a group,” meaning the outcome of the synergy of individual creativity
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in a group; second, to view the group as a context for influencing individual
creativity. In this sense, it means, the “creativity in a group.” However, group
creativity happens through the interplay of two such aspects, as illustrated in the
following generic model of group creativity [16]:

Figure 1 pictures a dynamic process of individuals engaged into group activities,
how they engage in reflective learning through the group process, and how the group
performance is improved through individual contributions [17]. Group members
bring resources that determine the group’s creative potential or what the group is able
to accomplish. The contributions of group members need to be combined to yield a
group response. The ways in which individual members’ contributions are combined
constitute the relevant group processes. Finally, the context largely determines which
group processes will occur and how individual contributions are combined.
Eventually, this determines the quality and creativity of the group response. Thus,
according to this framework, the resources of individual group members determine
the potential creativity of the group. However, group processes, or the way in which
individual contributions are combined, determine whether the group actually
achieves its potential. In turn, the social climate and the environment influence group
processes [16]. The dynamic process does not always flow in the sequence shown in
Fig. 1; however, there is a back and forth exchange between individual-level input
and group-level output, and the exchange continues until all individuals yield to the
group response due to a satisfying group outcome [17].

Fig. 1 A generic model of group creativity

Bridging Creativity and Group by Elements … 3



A social perspective that links this model to the learning context considers the
learner is both “transforming” and “being transformed” when participating in
communities of practice. Creativity is regarded as shaping new knowledge [8].
Moreover, researchers have argued that in successful group learning settings
learning and creativity go hand-in-hand [18]. Participants build on each other’s
ideas to reach an understanding that was not available to anyone initially, and group
members must also enter into critical and constructive negotiations of each other’s
suggestions. Meanwhile, well-grounded arguments and counter-arguments need to
be shared and critically evaluated through collective talk. These conditions are
similar to those needed for collaboration in creative endeavors. Both learning and
creativity will take place in groups as the group members participate in shared
endeavors, all playing active but often asymmetrical roles in sociocultural activity.

2.2 PBL as a Creative Learning Environment

PBL is well-supported by theories in the learning sciences, ranging from con-
structivism and cognition to problem solving. Those theories have also been
involved in discussions of creativity development in PBL [19]. For example, Tan
[20] provided a comprehensive understanding on why and how creativity can be
fostered by PBL from different perspectives such as cognitive, sociocultural, psy-
chological, and sociopsychological. According to Zhou et al. [21], there are at least
three aspects of PBL that satisfy conditions of creativity:

• Problem orientation and project work—the point of departure in open and real-
life problems,

• Group learning context—the process of group collaboration in searching for the
solutions, and

• The shifts from teaching to facilitation—the idea of facilitating students’ direct
learning rather than teaching.

The above three aspects also can be regarded as key elements of PBL [21]. As
the project group is the basic form of organizing student learning in PBL, it draws
on research focusing on the roles of PBL elements in bridging group and creativity
from a systematic view indicated by the social approach to learning.

2.3 Elements of PBL Influencing Creativity

The literature [21] has indicated there are at least five elements of PBL influencing
creativity development: (1) group learning, (2) problem solving, (3) facilitation,
(4) interdisciplinary learning, and (5) project management. Some other elements
have also been studied, such as experience-based learning, active learning, and
contextual learning [15, 25]. However, they could be involved in or related to the
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main pillars mentioned above since they are emphasized by different focuses, but
with a common principle advocating for “student-centered learning” [21].

Since group interaction can provide a basis for the exchange of information
among group members, effective groups should have individuals with a diversity of
knowledge, skills, or new perspectives and should be motivated for a full exchange
of ideas. Individuals with different backgrounds may have different value systems,
ways of thinking, and attitudes toward collaboration, etc., which may be shaped by
different social or cultural environments and influence group process on ideas
generation [21]. Group learning lays the basis for the other elements of PBL in
relation to creativity development. There are also discussions focusing on rela-
tionships between creativity and knowledge, which aim to search further for an
appropriate pedagogy to foster creative thinking or greater deep learning [22].
According to Craft [8], whichever approach to learning is dominant in the foun-
dations of one’s practice, creativity effectively offers students opportunities to shape
new knowledge; for when we learn something new, we are making new connec-
tions between ideas and making sense of them for ourselves and we are constructing
knowledge; in this sense, we could perhaps describe what we are doing as being
creative. However, shaping new knowledge cannot occur without some under-
standing of what already exists and without opportunities to engage with this and
take it to a new place [23]. In other words, creativity cannot appear without
knowledge context provided by certain domains and social practice. Because
“social practice,” to use Wenger’s [23] notion, includes both the explicit and the
tacit, our communities of practice are places where we develop, negotiate, and share
them. To analyze creativity development in settings of group learning, therefore,
one should consider the learning stimulus of social practice, from the tacit to the
explicit level.

Problem analysis is viewed as a component of PBL, and some universities put
more emphasis on it than others. For example, the seven steps to problem solving
developed by Maastricht University in the Netherlands are often used in cognitive
science [12]. Creativity is included in a number of interdependent and interactive
capacities when we solve and analyze problems [20]. There are even researchers
who define creativity as the ability to solve problems [24]. The model of creative
problem solving (CPS) has been employed broadly in the business context [25] to
improve creative products and in education [22] to train students’ creative thinking
skills. In a real-life problem-solving context, the learning process is creative,
dynamic, and iterative. This process involves (a) the identification of problems and
problem constraints, (b) identification and clarification of multiple (and possibly
conflicting) perspectives of the problem, (c) generation of possible solutions,
(d) assessment of the viability of alternative solutions through argument con-
struction and articulation of personal beliefs and assumptions, (e) monitoring of the
metacognitive processes involved with the problem-solving activity, (f) testing and
recommendation of a solution, and (g) adaptation of a solution [26]. However, a
critical aspect of problem solving is that people hold multiple, and sometimes
conflicting, perspectives of the nature of the problem, the procedures for solving it,
and the appropriate solutions. For this reason, problem-solving methods of
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instruction typically use learning groups [27]. However, task-related diversity is
needed in groups to generate different ideas [28]. In the recent work related to PBL,
the discussion of this issue mainly focuses on the role of open, ill-defined, or real-
life problems or projects [20] and on the collaborative problem-solving context
[15, 17] of creativity.

Interdisciplinary learning is one of the models of PBL, according to Savin-Baden
[29] and de Graaff and Kolmos [12]. Interdisciplinary learning may bridge the gap
between know-how and know-that and between different forms of disciplinary
knowledge. According to studies on communities of practice [23], interdisciplinary
projects require the contribution of multiple disciplines. Participating in these kinds
of projects exposes practitioners to others in the context of specific tasks that go
beyond the purview of any practice. People confront problems that are outside the
realm of their competence but that force them to negotiate their own competency
with the competencies of others. Moreover, competence and experience are in
different relationships at the core and at the boundaries of practices, at the
encounters between generations, and in power relationships among participants.
The innovation potential of a system lies in its combination of strong practices and
active boundary processes—people who can engage across boundaries, but have
enough depth in their own practice to recognize when something is really signifi-
cantly new. Accordingly, simultaneous participation in communities of practice and
project teams creates learning loops that combine application with capability
development [23]. In PBL, researchers discuss how to apply this element when
designing complex projects for students [15]. Furthermore, researchers have sug-
gested this element should be in a curriculum framework of creativity development
[8], for much new thinking at the level of “high creativity” does involve the
merging of ideas from two or more disciplines [8, 15, 17].

Project management is essential to support learning activities in PBL. Amabile
[6] suggested good project management is one of the qualities in work environ-
ments that serve to promote creativity from a social psychology approach.
Meanwhile, other related qualities have been proposed, such as freedom in deciding
what to do or how to accomplish the task, the sense of control over one’s own work
and ideas, management enthusiasm for new ideas and having the ability to create an
atmosphere free of threatening evaluation, sufficient resources of time, pressure and
so on. The ability of a manager will be tested to the utmost when complex technical
changes demand a high level of corporate activity. A premium is placed upon fixing
clear objectives, setting up high-response decision making, communication, and
control systems to enable a wide range of resources and disparate talents to be fully
harnessed [21]. The social theory of learning indicates the project group works as a
community and needs multiple forms of leadership: thought leaders, networks,
people who document the practice, pioneers, etc. These forms of leadership may be
represented by one or two members of the group or may be widely distributed and
will potentially change over time [23]. Although most studies on project manage-
ment are concerned with business contexts, especially when creativity is discussed
[10, 12], de Graaff and Kolmos [12], Zhou et al. [17], and Smith [29] think it is a
way for students to have a social approach to PBL, for students are encouraged to
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involve themselves in it. Related to the practice of PBL, researchers have observed
project management from perspectives of group management, group building and
development, and knowledge management to study how students share, collect and
exchange knowledge [17].

Facilitation of supervisors is critical to making PBL function well. Many studies
emphasized teachers should hold on to the philosophy of student-directed education
when solving problems with group work in PBL [18]. According to Hmelo-Silver
[14], the PBL facilitator plays an important role in modeling problem solving and
self-directed learning skills needed for assessing one’s reasoning and understand-
ing, while supporting the learning and collaboration processes, which make stu-
dents better able to construct flexible knowledge. Facilitation is a subtle skill. It
involves knowing when an appropriate question must be asked, sensing when the
students are going off-track, and noting when the PBL process is stalled. For
example, Dolmans [30] suggested that if group work had a negative outcome
because some group members contributed less than the necessary amount of work
to the group’s activities, supervisors would help the group to perform better as a
whole and could develop group spirit by regularly conducting evaluations, making
the tutorial group meetings clear, and reiterating his or her expectations about
attendance, active participation, etc. Thus, group learning is no guarantee of suc-
cessful learning, but the stimulation of interactions between students is a pre-
requisite, which is the same with group creativity development. Some challenges
accordingly have been discussed in the shift from teacher-led to student-centered
education [14, 30]. PBL places high demands on the problems used and on the
skills of the supervisor, to ensure that cooperative learning positively influences
students or leads to better learning than individual learning [21].

The above review of the links between PBL and elements of PBL, and creativity
is helpful to develop a theoretical model for deeper understanding of these links, a
discussion that follows in the Conclusion.

3 Conclusions

The five elements reviewed above are the main pillars for constructing a creative
community practice to develop creativity in PBL. As indicated below (see Fig. 2),
student groups are the basic way to organize the learning activities in PBL; we
therefore define group learning as a main element to develop creativity and the
other four as subelements of it. Meanwhile, these elements influence each other
within PBL systems, construct this system as a stimulus of social practice, and
appreciate conditions of group interactions to generate both individual creativity
and group creativity. In other words, creativity development happens in the inter-
play between these elements and such process is embedded in a situated-learning
community built by PBL. In this sense, we view PBL as a community practice due
to its theoretical roots of social approaches to learning and its focus on imple-
menting solutions to real-world projects.
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The model developed in Fig. 2, based on the literature review in this paper, has
both theoretical and practical significance. Theoretically, it calls for a systematic
view when studying the relationship between creativity and learning environment,
and advises using diverse channels when linking creativity and PBL. Practically, it
provides a guideline for teaching creativity in PBL environments and pays key
attention to creativity development by PBL strategy to realize both effective
learning and teaching. In the future, some interesting research questions may
concern the challenges of teaching staff in building a creative learning environment
through roles of PBL elements, examine how students deal with the uncertainty and
complexity of learning process in the community of PBL practice, and investigate
how supervisors and students construct their social identities of “teacher” and
“learner” in creativity development in a PBL environment. Such questions indicate
the need to thoroughly unpack the black box of PBL and explore its influences on
creativity.
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Password Recovery Using Graphical
Method

Wafa’ Mohd Kharudin, Nur Fatehah Md Din
and Mohd Zalisham Jali

Abstract Authentication with images or better known as graphical password is
gaining its recognition as an alternative method to authenticate users, for it is claimed
that images or pictures are easier to use and remember. The same method can be
applied to password recovery, with the purpose to ease the process of users in
regaining their account in case of forgotten passwords. A total of 30 participants were
asked to use a prototype implementation of graphical password recovery and provide
feedbacks. The data gained were analyzed in terms of attempts, timing, pattern, and
user feedback. Overall, it was found that participants had no problem in using
graphical password recovery despite they were new to it. Most of them preferred the
choice-based method, even though they agreed that it provided less security.
Graphical recovery has potential to be used more widely in current technology,
although more works need to be done to balance the issues of usability and security.

Keywords Graphical password � Password recovery

1 Introduction

Normally upon signing up on systems which require usernames and passwords, for
example, social media sites (i.e., Facebook and Twitter) and e-mail accounts (Gmail
and Yahoo), users are also required to fill up the recovery options for their passwords.
The purpose of these recovery options is to make sure users can still login or regain
their account in case of passwords forgotten. There are a few options of recovery
methods that are being used by almost all systems and sites such as recovery using
challenge questions, recovery by e-mail, and recovery by text message.

Recovery by using challenge questions works by asking users to select desired
questions from a set of questions and then gives answers to those questions. This
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kind of method will help the system to recognize legitimate users later in case if
they forget their passwords. Only users who can answer all challenge questions
correctly will be granted access to recover or reset their old password. Recovery by
e-mail or text message works by the system sending a reset link (or a new pass-
word) to their preregistered e-mails or mobile phone numbers.

However, how secure it actually is to be using these methods in case of forgotten
passwords? It is no doubt that all the methods provide some sort of protection to
users’ accounts and data, but then again, is it perfectly secure? Imagine a situation
where a hijacker tries to gain access on someone’s Facebook account and the hijacker
has somehow managed to gain control of the particular user’s e-mail account or
mobile phone. Then, it will be so easy for the hijacker to log into the user’s Facebook
account or any other accounts registered under the same e-mail address or phone
number. This situation is perfectly possible which could result in breaches of data
and even more severe consequences, so it is very crucial to address this issue.

Having said that, we are proposing graphical recovery as an alternative for
password recovery. The idea of graphical recovery is to apply graphical methods in
graphical recovery technique. The aim of this study was to investigate the usability
of graphical recovery. A trial was conducted where 30 participants were asked to
use a prototype and later provide feedback. The data collected were then analyzed
in terms of number of attempts, timing, pattern, and user feedback.

This paper is arranged as follow. Section 2 discusses the state of the art of
graphical authentication, which also highlights the advantages of graphical
authentication, especially from psychological aspect. Section 3 describes the
methodologies used in this study, while Sect. 4 provides the results gained from the
trial. Lastly, conclusion and future works are discussed in Sect. 5.

2 Graphical Recovery

Password recovery process is just as essential as login process, where both can be
compromised by malicious attempts. A non-legitimate user might gain access to an
account by using some techniques to recover someone’s password. One of the most
compelling reasons for exploring the use of a graphical method comes from the fact
that humans seem to possess a remarkable ability for recalling pictures, whether
they are line drawings or real objects [1].

Graphical authentication is not a new thing. Beginning around 1999, a multitude
of graphical password schemes have been proposed, motivated by the promise of
improved password memorability and thus usability, while at the same time
improving strength against guessing attacks [2]. It is reported that there is a growing
interest in using pictures as an authentication method, but not much research has
been done so far. But the research on this area has now started gaining more
attention from researchers; from their classifications up until to their specific
applications, both positive and negative findings were reported [3].
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From the psychological view, the usability of graphical password schemes is
promising as many studies have explained about the ‘picture superiority effects’
toward verbal and words. The idea behind graphical method is to leverage human
memory for visual information, with the shared secret being related to or composed
of images or sketches. A number or psychological studies explaining the ‘picture
superiority effects’ toward verbal and words explain the usability of graphical
passwords. A study claimed that humans have exceptional ability to recognize
images previously seen, even those viewed very briefly [4].

In a study by [5], four experiments were conducted to examine the relationship
between perception and memory. The first two experiments were about memory
recognition for pictures. Experiment 1 used 1100 pictures taken from the maga-
zines, with Experiment 2 used 2560 pictures obtained from the photographers.
Overall, they found that participants scored up to 95 % success for Experiment 1
and for Experiment 2, participants still scored 85 % recognition success even after
4 days time. The last two experiments were about the effect of duration and the
effect of reversing and orienting the pictures during viewing. From the results, it
was summarized that participants still managed to score above 90 % success rate
even the images were reversed. On the whole, they concluded that participants
managed to obtain higher success rate for picture recognition. These psychological
studies have given an insight to the claim that using images or pictures was superior
to using words, with regard to recognizing and memorizing.

In this paper, graphical techniques were grouped into three categories, namely
‘choice-based,’ ‘draw-based,’ and ‘click-based.’ These categories were solely based
on the users’ actions while carrying out authentication tasks. Briefly, choice-based
refers to the action of selecting a series of images from among a larger set of
images, draw-based refers to the action of drawing a pattern on an image, whereas
click-based refers to the users’ action clicking on areas within a given image [6].

The idea of graphical recovery is to allow users to log into their accounts using
the conventional usernames and text passwords method as they are used to. But in
case of forgotten passwords, instead of recovering their accounts through challenge
questions which they might forget the answers of, or by e-mail which may exposed
to the risk of being controlled by a hijacker, they can recover their passwords by
using graphical method. Graphical recovery is advantageous in the sense that only
the right user would know the secrets, it is more memorable as images can trigger
user’s memory, and it is also more secure as compared to other types of recoveries
such as by e-mails or phone.

3 Methodology

In order to test the feasibility of graphical password recovery, a prototype on
graphical recovery was developed and a survey was conducted. A number of 30
participants with different backgrounds were asked to use the prototype and then
answer a related questionnaire. This activity took approximately 10–20 min to
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complete depending on the participants’ familiarity of using computers. The same
participants were tested a week later using the same prototype to reproduce the
same secrets, without any prior information.

There were two main modules in the prototype—registration and recovery. In the
registration module, participants needed to register their recovery secrets by entering
a desired username and password, and then, they needed to choose a picture out of a
selected theme, with each theme consisted of a set of images (choice-based).
Participants then needed to draw a line on the image they have chosen (draw-based),
and finally, they needed to click three times on the same image (click-based). In the
recovery module, participants can recover their passwords by using their secrets,
with no limitations were made toward the number of trials they were allowed to do.

The development of the choice-based method was made with reference to the
scheme [7–9]. The photographs were taken from previous research by [6]. In choice-
based, participants were needed to choose an image from three themes which were
flowers, places, and animals. These themes were chosen because they were common
images which were easy to recognize and remember. Click-based method was made
with reference to the scheme by [6, 10], where the tolerance scale of the image was
18 × 18 pixels. The display size of the images was 320 × 320 pixels.

All three methods of graphical authentication were combined, making it a hybrid
instead of just taking one method with the purpose to make it less guessable. The
combination of these three methods was hopefully would result in a hard-to-guess
secret, which was not only advantageous in the aspect of security, but also aided
memorability and usability.

The setting for this trial was set for the participants to do as following:

1. Register username and password.
2. Register the secrets for graphical recovery.

(a) Select an image from given theme.
(b) Draw a line on the image.
(c) Click 3 points on the image.

3. Test the secrets.
4. A week later—retest the secrets (Figs. 1, 2, and 3).

Fig. 1 The screenshot of the
prototype’s main menu

14 W.M. Kharudin et al.



Fig. 2 Screenshot from choice-based secret

Fig. 3 Screenshots of examples from draw-based secret (left) and click-based secret (right)
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4 Results and Findings

A total of 30 participants took part in this study (14 males and 18 females), with an
average age of 21 (sample range from 12 to 30). The participants were of various
backgrounds, and all of them had more than 3 years of experience using computers.

4.1 Observation

All participants started their registration after being briefed about how the prototype
worked. Overall, only 13 out of 30 participants managed to complete both regis-
tration and recovery tasks without any failed attempts. The remaining participants
needed 2–5 attempts before completing their tasks. These suggest that appropriate
training should be provided beforehand for the graphical recovery to be effective.

Based on the observation, it was apparent that the participants were initially
quite confused with graphical recovery, as only a few of them were aware about
graphical authentication. Only 6 participants claimed that they were aware of it
through personal exposure, while the others have never knew about it. Majority of
them had problems to understand how it worked, and they drew and clicked on the
image during registration without taking into account the memorability of their
secrets. As a result, during confirmation process, they needed a couple of (two to
four) attempts until they got their secrets right.

4.2 Attempts and Memorability

All participants managed to successfully completed all the tasks required (regis-
tration, confirmation, and recovery). For the first step which was choosing an image
(choice-based), all participants were able to complete the choosing task with only
one attempt. The second step was to draw a single line on the chosen image (draw-
based). The number of attempts was significantly higher for this step as they had to
precisely draw the exact line as they did for the first time.

The third step required the participants to click 3 points on the same, chosen
image (click-based). The number of attempts for this step was also as high as the
draw-based. These results were predicted as participants had to carefully click on
their secret areas in sequence, which sometimes they did not manage to do.

A week later, the participants were tested again if they remembered their secrets.
Most of the participants were able to do choice-based step with only one attempt.
However, majority of them needed several (two to five) attempts until they got their
secrets for draw-based and click-based right.
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4.3 Timing

Each participant’s registration and recovery duration were recorded to calculate
their average time. The time was measured from they first chosen their secret image
until they finished with their drawing and clicking secrets. Table 1 gives the mean
and standard deviation (SD) for each registration and recovery process. Note that
each process consisted of the three methods—choice-based, draw-based, and click-
based.

It was noticeable that participants took longer during registration compared to
the confirmation and recovery tasks. It is probably because during registration, it
was the first time for most of the participants to be using any sort of graphical
authentication or recovery, so it took them time to familiarize themselves with the
state of the art of it. As they became clear with the process, it can be seen from the
table that the participants took much lesser time for confirmation and immediate
recovery.

All participants were tested again a week later to see if they can reproduce their
secrets—and from the results in Table 1, they took almost double the time they
needed for immediate recovery. All of them did not expect to be tested again;
therefore, they did not try to remember their secrets. Majority of them needed two
to four attempts until they got their secrets right.

4.4 Pattern

For the choice-based method where participants needed to choose an image, it can
be seen that the image chosen was mostly influenced by participants’ personal
preferences. For example, female participants were most likely to choose image
from flowers or animals theme, while male participants tend to choose image from
places theme. They would choose the image that they found the most interesting or
beautiful. Table 2 shows image popular from each theme.

For the draw-based where they had to draw a line on the chosen image, most of
the participants chose to draw from and stop at a point that was sharp (i.e., the tip of
a finger). There is admittedly a constraint at this part of study where participants
were only allowed to draw a single line. If they were allowed to draw more complex
pattern on the image, presumably more interesting patterns can be found.

Table 1 Mean and standard
deviations for time taken

N = 30 Time (s)

Registration Mean 228

Confirmation Mean 78

Recovery—immediate Mean 48

Recovery—one week later Mean 96
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For the click-based where participants needed to choose 3 click-points, it was
found that most of them liked to click on something sharp or edgy (i.e., the edgy
petal of a flower). This would do favor in accuracy aspect, as participants were
more likely to accurately clicked on their secret points. Figure 4 shows examples of
secrets made by a few participants.

4.5 Participants’ Feedback

In general, participants had different perceptions for each method of the whole
process. For the choice-based method, 28 out of 30 participants agreed that they
could remember their images well and had no problems to perform the task of
choosing an image. However, 21 participants thought that it was too vulnerable for
security attacks and thus did not offer good security.

For the draw-based, 22 participants agreed that they could remember their
secrets well, despite some of them suggested that they should be allowed to draw

Table 2 Popular image from
each theme

Theme Image description No. of participants

Flowers Sunflower 7

Single pink rose 5

Places Sea port 4

Flight runway 2

Animals Lions 4

Cats 4

Fig. 4 Samples of click
secrets. Different shapes
represent different users
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more complex patterns on the image. However, complex patterns may cause dis-
advantages in terms of memorability.

For the click-based, 25 participants felt that it was easy to use and agreed that
they could remember their click-points well. Majority of them also agreed that
click-based provided better security as compared to choice-based. Around 10
participants suggested that they should be allowed to click as many click-points as
they like.

Overall, it can be seen that this graphical recovery prototype was well received
by the participants, despite some suggestions were made based on their preferences
and ease of use (Fig. 5).

5 Conclusion

From the results of survey made to 30 participants, it can be said that many are still
not familiar with graphical authentication or recovery. They found it interesting,
albeit a little confused with the state of the art of graphical recovery in the
beginning. After a brief explanation, all of them were able to carry out all required
tasks.

The prototype consisted of a hybrid or 3 combined methods which were
choice-based, draw-based, and click-based. This has made participants to develop
preferences over which method they liked best. Majority of them preferred
choice-based, for its memorability and ease of use. However, they also agreed that
choice-based might be prone to attacks such as guessing and shoulder surfing. In
regard to security, many of them preferred draw-based and click-based.
Nonetheless, participants agreed that this hybrid method which combined all these
three graphical methods provided adequate security for their secrets.

Participants were tested again a week after the first survey was conducted to test
their memorability on their secrets. Despite taking longer time than the previous
week, majority of the participants were able to recall their secrets.

One of the lessons learned from this evaluation came from a number of feed-
backs that suggested participants wanted to be allowed to draw any pattern as they
liked and clicked as many click-points as they wanted. They believed that this

0 10 20 30

Ease of use

Good memorability

Good security

No. of participants

No

Yes

Fig. 5 General feedback
from participants based on
questionnaire
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would provide tighter security. However, from the researcher’s point of view, this
may also lead to less memorability.

This study has proven that graphical recovery has potential to be implemented
more widely in the future. Future work will focus on the mechanism of control to be
provided in graphical recovery, in order to balance the usability and security of
graphical method.
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A Classification on Brain Wave Patterns
for Parkinson’s Patients Using WEKA

Nurshuhada Mahfuz, Waidah Ismail, Nor Azila Noh,
Mohd Zalisham Jali, Dalilah Abdullah and Md. Jan bin Nordin

Abstract In this paper, classification of brain wave using real-world data
from Parkinson’s patients in producing an emotional model is presented.
Electroencephalograph (EEG) signal is recorded on eleven Parkinson’s patients.
This paper aims to find the “best” classification for brain wave patterns in patients
with Parkinson’s disease. This work performed is based on the four phases, which
are first phase is raw data and after data processing using statistical features such as
mean and standard deviation. The second phase is the sum of hertz, the third is the
sum of hertz divided by the number of hertz, and last is the sum of hertz divided by
total hertz. We are using five attributes that are patients, class, domain, location, and
hertz. The data were classified using WEKA. The results showed that BayesNet
gave a consistent result for all the phases from multilayer perceptron and K-Means.
However, K-Mean gave the highest result in the first phase. Our results are based on
a real-world data from Parkinson’s patients.
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1 Introduction

Electroencephalography (EEG) is a frequently applied medical measurement
technique. By measuring the electrical potentials caused by the activation of the
neurons in the brain, through electrodes allocated on the scalp, information about
the neurological processes in the brain can be extracted. The measured EEG is
basically a very restricted indicator of such processes, being influenced by a high
level of noise, as well as being a summation of numerous processes in the brain.
EEG is used in recording the changes in brain waves when the feeling or emotion
changes [1, 2]. EEG has high speed, is non-invasive and causes no pain to the
human subjects [3], with minimum expense, and analysis can be performed com-
pared to other medical imaging technique [4].

The data were provided by medical specialists from Universiti Sains Islam
Malaysia (USIM) based on the study of Parkinson’s patients. This study is to find
the “best” classification in the WEKA. WEKA is, in this paper, the preprocessing
performed using statistical method. In this preprocessing were required four phases
which are first phase between raw data and after statistical method. Second phase is
the sum of hertz for raw data and after data processing using statistical method.
Third phase is the sum of hertz divided by number of hertz for both raw data and
after data processing using statistical method. Last is the sum of hertz divided by
total of hertz. The conclusion of this paper shows that BayesNet in the WEKA gave
a better result and consistency for all the phases although K-Means gave the highest
result in the first phase.

This paper is organized as follows: In the rest of this section, we detail the
motivation behind our paper; in Sect. 2, we describe previous work in the area,
Sect. 3 details our proposed methodology which explains on the four phases, and
Sect. 4 explains in detail our methods.followed by Sect. 5 in which we discuss the
results. Lastly, in Sect. 6, we draw conclusions and discuss future research.

1.1 Electroencephalography (EEG)

The study of human brain is not a new thing. In fact, people have been trying to
comprehend the science that lies behind the very complex structure of the brain since
the ancient times of the Roman Empire, as there was a record about the Greek
anatomist Galen who dissected the brains of sheep, monkeys, dogs, swine, among
other non-human mammals. Galen concluded that, as the cerebellum was denser
than the brain, it must control the muscles, while as the cerebrum was soft, it must be
where the senses were processed. Galen further theorized that the brain functioned
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by the movement of animal spirits through the ventricles [5]. Since then, there have
been extensive studies being carried in order to try to understand the brain, which
certain neuroscientists’ believes might lead to a lot more discoveries about the mind,
memory, language, and more importantly, the health status of a person. Today, it is
likely that the study on the wave emitted by the brain, known as brain wave, might be
the key to diagnose the health status of a person and the kind of disease that a person
might be suffering from, which includes Parkinson’s disease [6], attention-deficit/
hyperactivity disorder (ADHD) [7] and International Affective Picture System
(IAPS) [8]. In this literature review, we will be discussing in depth on the classifi-
cation of the pattern of brain wave that leads to Parkinson’s disease.

EEG is an electrophysiology technique that helps to record electrical activity
along the scalp. It represents complex irregular signals that may provide informa-
tion about underlying neural activities in the brain [9]. In neuroscience, EEG is used
as a direct medical measurement of the electrical signals in the brain. By measuring
the electrical potentials caused by the activation of the neurons in the brain, through
electrodes located in the scalp, information about the neurological processes in the
brain can be extracted. The measured EEG is basically a very restricted indicator of
such processes, being influenced by a high level of noise, as well as being a
summation of numerous processes in the brain [10]. Figure 1 shows an EEG cap
that is used to obtain raw data of brain wave from a patient.

1.2 Brain Wave

Brain wave, by definition, is the rapid fluctuations of voltage between parts of the
cerebral cortex that are detectable with an EEG device. In the brain, there are four
basic types of waves that can be distinguished. Each of these waves can be a
dominant wave in a period of time.

Fig. 1 EEG cap (Source
https://cogneuro.byu.edu)
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Each wave is identified by amplitude and an interval of frequencies [11]:

(a) Beta waves are in the frequency range of 12–30 Hz. The waves are small and
fast, associated with focused concentration and best defined in central and
frontal areas. When resisting or suppressing movement, or solving a math task,
there is an increase in beta activity.

(b) Alpha waves, ranging from 7.5 to 12 Hz, are slower and associated with
relaxation and disengagement. Thinking of something peaceful with eyes
closed should give an increase in alpha activity.

(c) Theta waves, ranging from 3.5 to 7.5 Hz, are linked to inefficiency and
daydreaming, and the very lowest waves of theta represent the fine line
between being awake and in a sleep state. Theta arises from emotional stress,
especially frustration or disappointment.

(d) Delta waves, ranging from 0.5 to 3.5, are the slowest waves and occurs when
sleeping.

1.3 Parkinson’s Disease

Parkinson’s disease (PD) is also known as primary parkinsonism or hypokinetic
rigid syndrome is a degenerative disorder of the central nervous system. The motor
symptoms of Parkinson’s disease result from the death of dopamine-generating
cells in the substantia nigra, a region of the midbrain; the cause of this cell death is
unknown [12]. Basically, what causes Parkinson’s disease to develop in the first
place is still a mystery, but scientists know that the disease process begins when the
brain becomes deficient of a neurotransmitter called dopamine. With diminishing
amounts of dopamine, a person with Parkinson’s disease will develop several motor
symptoms such as movement disorders, tremors, and rigidity [13].

Early in the course of the disease, the most obvious symptoms are movement
related; these include shaking, rigidity, slowness of movement, and difficulty with
walking and gait. Later, cognitive and behavioral problems may arise, with
dementia commonly occurring in the advanced stages of the disease, whereas
depression is the most common psychiatric symptom. Other symptoms include
sensory, sleep, and emotional problems. Parkinson’s disease is more common in
older people, with most cases occurring after the age of 50 [13].

In Parkinson’s disease, the alterations in basal ganglia physiology may involve
the alteration in the pattern of neuronal synchronization particularly involving beta
brain rhythms [14]. The level of beta synchronization is in turn modulated by net
dopamine levels at sites of cortical input to basal ganglia [15]. Dopamine deficiency
as in the case of Parkinson’s disease will disrupt the cortico-basal ganglia-thala-
mocortical circuits, leading to pathologically exaggerated beta oscillations [16]. In
short, as Parkinson’s disease is a disorder that closely related to the neural and
nervous system, therefore by observing the brain wave activity of a person using
EEG, we can diagnose if that person has possible motor symptoms of Parkinson’s
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disease. For instance, as explained above, a person with an exaggerated beta wave
emitted by the brain most probably is suffering from Parkinson’s disease.

2 Previous Work

This is only a preliminary study to find the “best” classification and preprocessing
data. Nowadays, classification is widely used in pattern recognition, which includes
a number of information processing problems from speech recognition and the
classification of handwritten characters to fault detection in technology and medical
diagnosis. WEKA is a data analysis software tool which implements a set of
machine learning algorithms for data mining tasks [17]. The WEKA workbench is
an organized collection of state-of-the-art machine learning algorithms and data
preprocessing tools [18]. The choice of the “best” classifier required the perfor-
mance of a number of experiments from the artificial intelligence networks (ANN)
methods.

In the effort to develop classification of emotions, numerous signal processing
and artificial intelligence method were utilized to analyze brain waves [19]. In [2],
researcher had used the combination of Fast Fourier Transform (FFT), wavelet
transform, principal component analysis and, mean and variance to extract features
from the EEG data. Neural network is applied to classify four types of emotions
(joy, sorrow, relax, and anger) and achieve success rate at 67.7 %. Another possible
approach of brain wave classification was presented by [20], and the combination
between optimization of neural network and weights of backpropagation as special
decoder [3] had computed six statistical features (mean, standard deviation, the
means of the absolute values of the first differences of the raw signals, the means of
the absolute values of the first differences of the normalized signals, the means of
the absolute values of the second differences of the raw signals, the means of the
absolute values of the second differences of the normalized signals) from EEG data,
and then, backpropagation neural networks are applied to classify human emotions.
The results give highest classification rate at 95 %. Heraz et al. [8] investigated on
the use of machine learning techniques to predict the three major dimensions of
learner’s emotions (pleasure, arousal, and dominance). The participants of their
study were exposed to a set of pictures from the IAPS using nearest neighbor
algorithm. Murugappan et al. [21] had also studied on classifying emotions from
EEG signals of brain wave using two simple pattern classification methods K-
nearest neighbor (KNN) and Linear discriminant analysis (LDA) for classifying
emotions [22] used window or time frame to find the emotional of the patients.
WEKA’s implementation of linear regression and C4.5 was used to build the
emotional models for relaxing and stressful music. Various classification algorithms
used in brain–computer interface (BCI) system based on EEG were reviewed in
[23]. Common classifications used in BCI systems are linear classifier, neural
networks, nonlinear Bayesian classifier, nearest neighbor classifiers, and

A Classification on Brain Wave Patterns … 25



combinations of classifiers. However, Lip et al. [23] also stressed that some famous
kinds of classifier have not be tried in BCI research. Decision trees and whole
category of fuzzy classifiers are the most significant ones.

3 Work Process

In this paper, we present four phases. The first phase is the raw data and after data
processing using statistical method which are calculations of baseline, standard
deviation, and mean as preprocessing. The second phase is the sum of hertz based
on delta, theta, alpha, and beta as shown in Table 1 between raw data and pre-
processing process. The third phase is the sum of the hertz divided by total of hertz
and last is the sum of hertz divided by total of hertz. Then, we use WEKA to find
the “best” classification. This is only a preliminary study to find the “best” clas-
sification for emotional model for Parkinson’s disease (Figs. 2 and 3).

x raw data
T new data after converted into baseline.

4 Method

In the following sections, we present the methods that we have used in this paper.

Step 1: Data gathering
The data from Parkinson were collected from Faculty of Medicine,
USIM. The brain wave was collected from the frontier of the head.

Step 2: Preprocessing
Then, collection of data will be removed with all the unclean data which
we performed manually as shown in Fig. 1.

Step 3: Design model
The emotional model will be tested for finding the relevant intelligent
classifier such as Bayes, multilayer perceptron, and K-Mean in WEKA.

Table 1 Brain wave classification

Type Frequency (Hz), amplitude
(mV)

Normally

Delta 0.5–3 Hz, 20–200 mV Adults slow wave sleep in babies

Theta 3–7 Hz, 5–100 mV Young children drowsiness or arousal in older children
and adults

Alpha 8–12 Hz Closing the eyes and by relaxation

Beta 14–30 Hz, 1–20 mV Active, busy, or anxious thinking, active concentration

Gamma 30–100 Hz, 1–20 mV Certain cognitive or motor functions
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Raw Data
Data after 

converted to FFT

Sum all the hertz 
required

Sum all the hertz 
required and 

divide into number 
of hertz
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number of hertz

Classification 
using WEKA

Fig. 2 The data classification with raw data (x). x-raw data

Data after 
converted to FFT

Calculation Based 
Line

Finding the range 
of Standard 

deviation

Sum all the hertz 
required and 

divide into number 
of hertz

Sum all the hertz 
required and 

divide into total 
number of hertz

Classification 
using WEKA

Convert into range 
in Standard 
deviation

Sum all the hertz 
required

Fig. 3 The data classification with new data (T). T-new data after converted into baseline
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Step 4: Classification
The emotional model will be classified based on Table 1. We did not use
Gamma because the data only on cognitive and motor function are not
reliable for Parkinson’s patients.

4.1 Data Gathering

EEG data were recorded from eleven Parkinson’s patients after undergoing non-
invasive magnetic stimulation, a form of therapy to alleviate the motor symptoms of
Parkinson’s disease. In order to look at the acute effects of the stimulation, we
analyzed the EEG data recorded 20 s post-stimulation. The data sets were taken
from the medical faculty of USIM, Pandan Indah, Kuala Lumpur. The raw data
have been converted into FFT using brain wave software.

4.2 Preprocessing

In the preprocessing, we performed two methods that are statistical method and
classification.

4.2.1 Statistical Method

In the statistical method, we used three steps, which are finding baseline, standard
deviation and ensuring the range in the standard deviation. As for the finding
baseline, the medical doctor will determine the baseline. All the data will be con-
verted into baseline as in Eq. (1). The lacking of the process, the baseline cannot be
counted and lose of information. The mean (ρ) will be found in new data (T) based
on the second part as in Eq. (2). The standard deviation (σ) is to ensure the new data
(T) are in the range based on the Eq. (4). If the new data (T) are not in the range of
the Eq. (4), then the new data (T) will be change into (σ).

j baseline (choose by medical doctor)
ρ mean of the data after converted into baseline.

T ¼ x� j
j

� �
� 100 ð1Þ

q ¼ 1
N

XN
i¼1

Ti ð2Þ
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r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

Ti � T

vuut ð3Þ

p� ðr � 1:5Þ� T � qþ ðr � 1:5Þ ð4Þ

T ¼ 1; if T ¼ r
0; Otherwise

�
ð5Þ

4.2.2 Classification

In the classification, we performed eight preprocessing that consists of four phases
in finding the “best” classification in WEKA. In the first part, we took raw data
(x) and new data (T). In the second part, we perform the sum of the hertz, in the
third part, the sum is divided by the number of hertz, and the last part by sum of all
hertz divided by the total hertz.

4.2.3 Attribute

In the attribute, we used as show in Table 2 that used in WEKA. The brain attribute
is changes for of sum of the Hertz, sum and divided by the number of hertz, and
sum all the hertz and divided by the total hertz.

5 Results

This section shows all the results for classification with 11-fold cross–validation,
and choosing domain is hertz in WEKA.

Table 2 Attribute classification

Attributes Description

Patient Information about patient

Class Based on the second capture which are 5 s = 1, 10 s = 2, 15 s = 3, and 20 s = 4

Domain The domain based on the delta, theta, alpha, and beta

Location Location of the brain wave cap which are F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4

Brain Result capture from the brain wave
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5.1 Comparison Between Raw Data and After Data
Processing Using Statistical Methods

In this experiment, we performed the raw data and new data after performing
statistical method. The baseline of new data will be lost. We performed a few
methods in the WEKA. Every test in the classification involved 11-fold to get
“best” result among classification in WEKA. Table 3 only shows the eight results in
the WEKA for the classification Bayes. Table 4 shows the eight results for the

Table 3 Result using WEKA for classification Bayes for raw data and after data processing using
statistical method for four phases

Process data Method Percentage correct (%) Percentage incorrect (%)

Classification Bayes

1st phase experiment

Raw data (x) BayesNet 71.68 28.32

New data (T) BayesNet 62.49 37.51

2nd phase experiment—sum of hertz

Raw data (x) BayesNet 48.11 51.89

New data (T) BayesNet 29.96 70.03

3rd phase experiment—sum of hertz divided by total of hertz

Raw data (x) BayesNet 58.09 41.60

New data (T) BayesNet 35.61 64.39

4th phase experiment—sum of hertz divided by sum of hertz

Raw data (x) BayesNet 61.93 38.06

New data (T) BayesNet 56.23 43.77

Table 4 Result using WEKA for classification function for raw data and after data processing
using statistical for four phases

Process data Method Percentage correct (%) Percentage incorrect (%)

Classification function

1st phase experiment

Raw data (x) Multilayer perceptron 62.30 37.69

New data (T) Multilayer perceptron 62.75 37.25

2nd phase experiment—sum of hertz

Raw data (x) Multilayer perceptron 46.40 53.59

New data (T) Multilayer perceptron 37.37 62.62

3rd phase experiment—sum of hertz divided by total of hertz

Raw data (x) Multilayer perceptron 58.33 41.66

New data (T) Multilayer perceptron 34.68 65.31

4th phase experiment—sum of hertz divided by sum of hertz

Raw data (x) Multilayer perceptron 59.91 40.08

New data (T) Multilayer perceptron 54.46 45.53
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classification function, and Table 5 shows results for classification lazy. From the
data analysis, it shows that Bayes’ network gave a consistent result in the classi-
fication, and using raw data can produce better classification. This result can lead to
find the “best” classification model in brain wave. The result is shown in Table 6.

Table 5 Result using WEKA for classification lazy for raw data and after data processing using
statistical method for four phases

Process data Method Percentage correct (%) Percentage incorrect (%)

Classification lazy

1st phase experiment

Raw data (x) K-Means 75.90 24.09

New data (T) K-Means 47.50 52.49

2nd phase experiment—sum of hertz

Raw data (x) K-Means 10.92 89.07

New data (T) K-Means 13.72 86.27

3rd phase experiment—sum of hertz divided by total of hertz

Raw data (x) K-Means 17.23 92.11

New data (T) K-Means 13.21 86.78

4th phase experiment—sum of hertz divided by sum of hertz

Raw data (x) K-Means 23.73 76.26

New data (T) K-Means 22.72 77.27

Table 6 Result using WEKA for overall raw data and after data processing using statistical
method for four phases

Process data Method Percentage correct (%) Percentage incorrect (%)

Classification lazy

1st phase experiment

Raw data (x) K-Means 75.90 24.09

New data (T) K-Means 47.50 52.49

2nd phase experiment—sum of hertz

Raw data (x) BayesNet 48.11 51.89

New data (T) BayesNet 29.96 70.03

3rd phase experiment—sum of hertz divided by total of hertz

Raw data (x) Multilayer perceptron 58.33 41.66

New data (T) Multilayer perceptron 34.68 65.31

4th phase experiment—sum of hertz divided by sum of hertz

Raw data (x) BayesNet 61.93 38.06

New data (T) BayesNet 56.23 43.77

A Classification on Brain Wave Patterns … 31



6 Conclusion and Future Work

In this paper, we have presented a comparison between four phases by using raw
data and preprocessing data. We used classification in WEKA for classifying
Bayes, multilayer perceptron, and K-Mean. From the result, it shows that Bayes
gave a consistent result in all the phases although K-Mean only gave the highest
result in phase 1. This is only a preliminary study to find “best” of classification for
Parkinson’s diseases. In this paper, we are focusing on raw data because raw data
give higher result than processed data. Future work can be focused on processing
toward classification on brain wave pattern to gain “best” result for emotional
model.
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An Ontological Approach for Knowledge
Modeling and Reasoning Over
Heterogeneous Crop Data Sources

Abdur Rakib, Abba Lawan and Sue Walker

Abstract The past two decades have seen a remarkable shift in the knowledge- and
information-sharing paradigm. In the crops domain, for example, the amount of
information currently known about underutilized crops, for example, Bambara
groundnut their genetics and agronomy are much richer than years before. That
paradigm shift offers enormous potential for advancing knowledge representation
systems to facilitate access to such data. However, inconsistencies in terminology,
improper syntax, and semantics are main obstacles to sharing data and knowledge
among disparate researchers. We present a formal framework for representing
knowledge using OWL 2 RL ontologies and SWRL rules and to integrate and
reason over data from multiple, heterogeneous underutilized crops data sources.

Keywords Ontology � Heterogeneity � Knowledge representation � Reasoning �
Semantic Web rule language

1 Introduction

Knowledge representation involves the use of principles and structures to preserve
information in a way that facilitates inference. However, due to diverse nature of
application domains, inconsistencies in nomenclature, and the variety of knowledge
structures involved, similar information can appear to be completely different—the
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latter often resulting in greater ambiguity. Such problems are common in various
fields of research, such as research activities at the Crops for the Future Research
Center (CFFRC), where researchers from various backgrounds must work together
to produce reliable knowledge systems that can aid their users in decision making
on underutilized crops and related products. To this end, a standard vocabulary
needs to be shared and adhered to by researchers in the domain of discourse.
Therefore, we should capture and represent knowledge that human experts can use
in their decision-making process and that knowledge must be human understand-
able and machine executable.

Ontologies can be used to formally describe the knowledge of a domain, which
gives a clear and coherent view of that domain [3]. Descriptions of the domain
concepts and their associations are formalized using logical axioms. This axiom-
based formalization of terms and concepts helps to make them less ambiguous and
supports the sharing and reuse of formally represented knowledge of a domain.
Collaborative ontology development methodology is necessary to enable the
knowledge of engineers work closely with domain experts (crop researchers in our
context) in the ontology development process. The proposed framework involves
the process of gathering knowledge on underutilized crops from heterogeneous
sources, such as texts, XML, and relational tables, and then expressing this
knowledge using Web ontologies and rule language to develop the domain ontol-
ogy toward expressive and reasoning-enabled building information model for an
intelligent crop base management system.

To standardize the desired ontology into a consistent knowledge base, alignment
and merging of several ontologies may be required. Moreover, as not all domain
concepts can be expressed using our selected ontology language OWL 2 RL [8], we
use user-defined SWRL rules [4] to augment the OWL 2 RL ontologies with addi-
tional concepts in the form of horn clauses. We choose OWL 2 RL for its expressive
power over RDFS and suitability for the design and development of rule-based
systems, whereas SWRL allows user to write rules using OWL concepts that cannot
be modeled using OWL 2RL alone. Thus, the combination of OWL 2 RL and SWRL
provides more expressive language having greater deductive reasoning capabilities.

The remainder of the paper is structured as follows. In Sect. 2, we present
preliminaries on ontology-based knowledge representation. In Sect. 3, we present a
knowledge representation and reasoning framework for underutilized crops domain.
In Sect. 4, we present and discuss the Bambara groundnut ontology model adopting
the proposed methodology. We evaluate the crop ontology and SWRL rules
assertions in Sect. 5. We discuss related work in Sect. 6 and conclude in Sect. 7.

2 Preliminaries

Ontologies have been used in artificial intelligence (AI) as a basis for modeling
domains of the real world and sharing and reuse of knowledge. Ontology consists
of definition of classes or concepts of a domain, their relationships, objects,
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instances, and their properties [3, 10]. Another definition by Jacob [5] describes
ontology as a representation system that allows detailed specification of the
semantics of a knowledge domain. It can be seen in both definitions that ontology is
viewed as a vocabulary for a knowledge domain. However, in the second definition,
it is more than just a vocabulary of a domain but also a powerful tool that can
express hidden knowledge in a domain. Thus, ontology of a domain is any formal
explicit specification of such concepts that guides knowledge representation of the
domain. This not only gives a common syntax to the domain, but it is possible with
the use of ontology language to enrich the data with additional semantics for
efficient manipulation and representation of the knowledge.

In [5], Jacob argues that any metadata schema on the Web that specifies the set of
conceptual or physical characteristics of resources used by a particular group of users
is in itself an ontology. This claim helps to point out the examples of simple and small
size ontologies that can be found scattered on the common Web. However, what is
certain is that the advancement of the Semantic Web brings about the interest in
developing large-scale ontologies and making them a connection point for data
integration in large information systems to aid decision-making processes. Moreover,
due to the heterogeneous nature of data sources on the Web and the multiplicity of
authors, ambiguity is bound to exist on the terms used to represent knowledge. As
such, the role of ontologies on the Semantic Web will be to aid data integration and
where possible enable the specification of a new relationship from existing ones.

As an example, consider the application of ontology in the domain of interest for
this research, the underutilized crops platform. Farmers and agronomists can use the
ontology to present, for example, knowledge on pest control, soil nutrients
requirements, and other environmental factors, and agrochemical companies may
use similar ontologies to present information about fertilizers, pesticides, and their
mode of application among other things. This knowledge and information can be
combined with the existing crop data to support intelligent applications such as
decision support systems that can suggest the optimum crop to be grown given say,
an environmental or agronomic data, or the effective pest control to be used given
pest information. In addition, the decision support system will contribute toward the
utilization of knowledge for underutilized crops and can serve as a starting point for
new researchers in the field of underutilized crops seeking first-hand knowledge on
the crops covered in the knowledge base. The underutilized crops knowledge base
will also enable domain knowledge reuse. For example, interested researchers and
software agents from other applications can easily reuse the ontology by adapting
the concepts into their knowledge bases.

2.1 DL-Based Ontological Knowledge Representation

The logic behind ontological knowledge representation is known as description
logic (DL). Being a decidable fragment of first-order predicate logic (FOL), DL is a
collection of logic-based knowledge representation formalisms designed for precise
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description and reasoning about the concepts in an application domain and the
relationships between them. The ability to model a domain and the decidable
computational characteristics makes DLs the basis for the widely accepted ontology
languages such as OWL. As an example, consider a simple DL (1)–(3) ontology
that intuitively describes ‘leaf spot is a disease of Bambara groundnut, which is a
legume crop with features leaves, stem, and root.’

BambaraGroundnut Y Crop u 9isPartOf � ðLegumes u
ð9hasFeatures � Features u 8 features � ðLeaf t Stem t RootÞÞÞ ð1Þ

LeafSpot � Disease u 9affects � Leaf ð2Þ

BambaraGroundnutðBambaraGroundnutIndÞ ð3Þ

DL-based knowledge representation systems involve two important components:
the T-Box and A-Box. The T-Box or terminology-box contains the ontology
concepts (owl: Classes) and roles (owl: Properties) also called the terminologies,
while the A-Box or assertion-box contains assertions of individual instances from
the ontology terms. Example axioms in the T-Box could be the DL axioms (1) and
(2) defined above in the simple crop ontology, while a member of A-Box could be
the third axiom (3) which asserts the individual ‘Bambara groundnutInd’ into the
ontology as a member of the ‘Bambara groundnut’ class.

3 A Knowledge Representation and Reasoning Framework

We present a methodological framework for our ontology engineering from dif-
ferent data sources, focusing on texts, XML, and relational tables. Though it can be
applied to any other domain, in this work, we focus on underutilized crops using
Bambara groundnut as an exemplar crop. Modeling underutilized crops domain
requires creating a knowledge model both from existing crop ontologies those focus
on the popular crops and various other sources. Information on underutilized crops
is usually dispersed among different resources: research papers, implicit knowledge,
and the information available from our domain experts at the CFFRC. Many
standard terms for popular crops domain already exist in the literature, and to model
our domain, a set of standard terms were obtained from AGROVOC [6, 13] and the
crop ontology [7], among other sources.

3.1 Ontology Development Methodology

For proper documentation of the ontology engineering process and to ensure a
comprehensive modeling of the knowledge domain, we employ the general
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guidelines advised in the work of Noy and Mcguinnes [10], the METHONTOLOGY
[2], DILIGENT [11], and the onto-knowledgemethodology. These guidelines help to
structure the ontology engineering process by identifying important but non-obvious
aspects, such as the target users of the ontologies, supporting tools, and specifying
what values can be allowed for properties. Other aspects that are apparent and also
common to all methodologies—such as defining domain terms and roles, asserting
their hierarchy, and filling the concept slots with individual instances—are performed
iteratively for each source of data to populate the underutilized crops ontology. Apart
from using the OWL 2 RL, the user-defined rules in SWRL are designed and added
iteratively but only at the end when all terms and concepts have been added and the
consistency of the ontology asserted by the reasoner (Pellet). Thus, our ontology
development methodology is a collaborative one, which involves a team of under-
utilized crops domain experts, social engineers from CFFRC, and the ontology
knowledge engineers. The major steps can be summarized as follows: (i) ontology
requirement specification; (ii) domain knowledge gathering and conceptualization;
(iii) model implementation; and (iv) the evaluation of the model.

These steps are performed repeatedly for smaller ontologies, leading to the final
larger version, thereby adding two important stages called versioning and assembly.
In ‘versioning,’ we assign a label to represent each ontology fragment, specifying
where it fits to the larger ontology. While in the ‘assembly’ stage, all the smaller
ontologies are put together and the reasoner is invoked to assert the overall clas-
sification and check for consistency.

4 The Bambara Grondnut Model

In this section, we present and discuss the Bambara groundnut ontology model
adopting the methodology discussed in the preceding section. However, our crop
ontology contains both general and some other neglected and underutilized crop.

4.1 Conceptualization

The ‘Bambara grondnut’ class is the center point of our ontology discussed here,
which is a subclass of the ‘underutilized crops’ concept, sharing similar concepts
with other sibling crops and having specific concepts as subclasses. To create the
taxonomy, we employ the top-down approach when considering such concepts that
are specific to the Bambara grondnut class and also employ the bottom-up approach
when considering the concepts that are common to all underutilized crops. In
essence, we start the ontology hierarchy with the main class at the center and
continuously build it upward or downward depending on the concepts we came
across in our domain knowledge acquisition. To speed up the initial process of the
ontology development, which is to define the terms and roles relevant to the
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knowledge domain, an XML-to-OWL [1] and ‘relational-to-owl’ conversion tools
were employed to generate domain concepts from the available XML documents
and relational tables containing the domain knowledge. This is because most of the
information on underutilized crops available from the CFFRC are either scattered
on Web pages stored as XML files, in tabular format as results of data collected by
researchers from the field, or as texts in their research documentations. As such, to
make the collection of these terms easier, the above tools were utilized.

4.2 Domain Knowledge Gathering

In this work, we utilize the simplicity of XML-Tab plug-in available in Protégé for
the XML-to-OWL conversion. However, the XML files have to be generated from
the vocabulary of the crop domain stored in text files and relational tables, a
summarized Bambara groundnut vocabulary is shown in Table 1.

4.3 The Crop Ontology in OWL 2 RL

For brevity, we omit a detailed description of all the concepts and their relationships
used to design the ontology. However, some of the classes of the underutilized
crops ontology are shown in Fig. 1. We added the DomainConcepts Class as a
subclass of owl top class: ‘Thing’ and this class serves as the ancestor class for our
crop ontology. This is followed by the UnderutilizedCrops class to contain only
those concepts that are categorized as underutilized crops. The focus class for our
case is the Bambara groundnut class added as the subclass of UnderutilizedCrops
using the ‘class hierarchy’ tabs, while the related concepts are added as ‘siblings’
classes as shown in Fig. 1.

4.4 Alignment and Merging of Crop Ontologies

As a means of dealing with heterogeneous ontologies, the PROMPT tab [9] in
Protégé allows for merging, mapping, and aligning multiple ontologies. Here, as an
example, we merge two ontologies to achieve a consistent one. Merging ontologies
in PROMPT involves a series of varied steps, since it requires user intervention
when there is a conflict. In this case, PROMPT was provided with two ontologies:
BG-XML1.owl and BG-XML2.owl generated from our two XML files of Bambara
groundnut vocabulary, and BG-XML2 ontology was selected as preferred.
In Fig. 2, the two ontologies are presented as Arg1 and Arg2 and a conflict is
reported as ‘two frames with identical name’ in the ‘reason for selected suggestion’
field at the bottom of the page. The conflicting frames (classes) ‘Pest-Resistance’

40 A. Rakib et al.



from BG-XML2 ontology and ‘Pest-Persistence’ from BG-XML1 are reported, and
since BG-XML2 ontology was set as preferred, ‘Pest-Resistance’ will be the result
of the merge (see the ‘Result Classes’ highlighted URI in Fig. 2), while ‘Pest-
Persistence’ will be copied into the preferred ontology’s named class. Similarly,
BinomialName class from the BG-XML1 will be merged into the ScientificName
class of BG-XML2 (the preferred ontology) and the result is that ScientificName
class stays while BinomialName got merged. Note that, the resulting classes from
merge process (URIs in black) shows the results of the merge, while those in color

Table 1 Summarized Bambara groundnut vocabulary

Bambara groundnut vocabulary

Class Bambara groundnut

Super class Underutilized crops

Ancestor class Family legumes

Type Bunch seed crop

Alias Vigna subterranea

Region West Africa

Properties High nutritional value, pest persistent crop, highly tolerant

Features Leaf, stem, roots, pods, seed

Soil
requirements

PH level: 5.0–6.5, soil type: loamy (heavy loam, light loams), sandy soil

Rainfall 500–1200 mm seasonal rain

Temperature Optimum temp.: 20–28 °C base temp.: 10–12.3 °C germination temp.:
30–35 °C

Pests Spidermites

Purpose/uses For human consumption

Other
information

Growth and development: depends on landrace and environmental condition
(e.g., drought, cold, heat, soil moisture (same as soil water),
evapotranspiration) BG is drought tolerant (not drought escape or avoidant),
i.e., maintains positive turgor at positive turgor at low water potential. BG
needs moderate soil moisture. Germination and emergence: takes about 7–
15 days. Flowering: takes 30–50 days and depends on: day length, temperature
and Landrace. BG is a ‘short-day’ crop (grows at elevation up to 1600 m).
Rainfall: BG needs moderate and evenly distributed rain for successful growth
and good yield. If rainfall is evenly distributed and moderate and
Stage = Sowing or flowering → Successful growth and Good yield.
Harvesting: usually between 90 and 170 DAS (days after sowing). Pests: e.g.,
spidermites (tetranychus cinnabarinus), can be controlled by pesticides, e.g.,
phytoseiulus persimilis. Nutrient contents—protein: 16–25 %, carbohydrate:
42–65 %, lipid (oil): 6 %. Minerals: dominant minerals—Ca, K, Mg, Na, P,
Cu, Fe, Zn. Growth phases: vegetative phase, reproductive phase (phase has
stages). Cultivation: BG is traditionally cultivated by small-scale farmers
(majority women farmers) mostly in extreme tropical environments without
access to irrigation and/or fertilizers. Life span: averagely 4 months after
sowing (120 DAS) or when leaves begin to turn yellow in color

Source CFFRC
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(such as PH level and CropYields class) are the result of alignment (copy) by deep
copying the classes with its ancestors and subclasses, if no conflict exists.

4.5 SWRL Rules for BG Model

Writing user-defined rules in Protégé 4.3 is not exclusive to SWRL rules as it also
supports writing rules in other formats such as Rule Interchange Format—RIF and
Rule Mark-up Language—RuleML. A SWRL is written as positive conjunctions
(separated by a comma sign ‘,’) on both its head and body with no negation or
disjunctions, and also, SWRL allows class, property, or data type predicates to
appear in the body or head of a rule with variables representing individuals, data
values or their variables as argument. As SWRL rules cannot introduce new terms
into an ontology, in order to retain the much desired decidability property, the
addition of our user-defined rules was delayed until the final version of the ontology
was checked using the Pellet reasoner and found to be consistent. This is also
important because it allow us to judiciously utilize the OWL 2 RL syntaxes before
employing the SWRL rules in the ontology development. However, considering the
main reason of using SWRL rules in our ontology, which is to express complex
domain concepts and utilize the SWRL syntax to define and assert domain-specific
concepts, it still does no harm to our ontology if we express common OWL 2 RL
syntaxes using SWRL.

Fig. 1 A fragment of the crop ontology
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In the rules interface depicted in Fig. 3, we begin with a simple highlighted
assertion rule that asserts a relationship between members of Bambara groundnut and
those of Bambara groundnutProperties class using hasProperty relation. We then
continue to assert rules that are not easily expressed in OWL 2 RL—thereby
extending the expressive power of the ontology to allow complex domain modeling.
For example, the seventh rule—BambaraGroundnut(?y), Leaf(?z), isFeatureOf
(?z, ?y) → hasLeafType(?y, “Trifoliate”)—states that if it is true that Bambara
groundnut has a feature and the feature is a leaf, then it will assert that the leaf type is
‘trifoliate.’ Since features such as leaf are not exclusive to Bambara groundnut, then
unless the leaf individual is related to Bambara groundnut, the leaf-type ‘trifoliate,’
cannot be asserted. Rules of these types that are based on certain conditions being true
or otherwise are hard to be expressed with OWL 2 RL syntax alone. Details of some
of the selected rules are presented as follows:

BambaraGroundnut(?x), DAS(?z), GrowthStage(?y), hasGrowthStage(?x, ?y),
hasAverageDaysAfterSowing(?y, ?a), hasCurrentDaysAfterSowing(?z, ?b), great
erThanOrEqual(?a, 30), greaterThanOrEqual(?b, 30), lessThanOrEqual(?a, 50),
lessThanOrEqual(?b, 50) → CurrentStage(?y)—this rule uses the SWRL built-in
greaterThanOrEqual’ and lessTh anOrEqual’, to compare the days an individual
Bambara groundnut (BG) is planted with the number of days asserted for different

Fig. 2 PROMPT suggestion for conflict resolution
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growth stages (e.g., the flowering stage hasAverageDaysAfterSowing = 35–50). If
there is a match, i.e., the number of days falls within the range, the reasoner will
then assert this growth stage as the current stage of the individual BG.

BambaraGroundnut(?x)→ hasBestSoilType(?x, “Sandy”), hasOptimumPhValue
(?x, “5.0–6.5”), hasOptimumRainfall(?x, “Moderate”), hasOptimumTemp(?x, “20–
28 °C”)—this rule is an optimum condition test for Bambara groundnut. It can be
implemented as a result of a query ‘what are the best conditions for BG farming.’ The
results from the evaluation stage of our ontology are presented in the following
section.

5 Reasoning and Query Processing

In this section, we evaluate the ontology and SWRL rules assertions by invoking
the Pellet reasoner to classify and check for the consistency of the ontology.
Additional knowledge implicit in the crop ontology can then be inferred by this
reasoner. Also to verify the conceptual facts and individual assertions, DL queries
are used to probe the ontologies. We evaluate 2–3 queries for each SWRL rule,
making a total of 56 DL queries. Results of the frequent queries are saved and
added as part of the ontology, thereby evaluating automatically once the reasoner is
invoked. Using ontologies allows measuring performance at the design as well as
run time via a reasoner to compute the ontology classification and ensure consistent
knowledge representation. As such a reasoner needs to be active and the ontology
classified before writing any DL Queries. Our user-defined SWRL rules are vali-
dated by writing DL queries to check their inference or otherwise by the reasoner.

Fig. 3 Rules interface containing some user-defined SWRL rules and their inference
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For example, the query result of the sixth rule, which determines the current
‘growth stage’ of a Bambara groundnut, is depicted in Fig. 4. Results for the rules
2, 3, 8, 9, and 10, which assert data type properties to Bambara groundnut indi-
vidual, can be seen from the inference provided by the Pellet reasoner in the
‘description’ panel on the right of Fig. 3. We would like to mention that the
Bambara groundnut ontology presented in this paper has 1038 axioms, 122 different
classes, and 114 individuals, with 83 object properties and 41 data properties.
However, its size will be growing as we receive data from the CFFRC/other
sources. In the ontology, all the rules developed are DL safe, thereby decidable.
Most of the queries considered in the experiment were originated from the com-
petency questions generated in our ontology engineering stage, due to space con-
straints we are unable to present those in details.

6 Related Works

In the literature, various crop ontologies have previously been developed to present
generalized crops knowledge. Lauser and colleagues in [6, 13] present the
Agricultural Ontology model developed using OWL DL profile syntax to represent
agricultural and related concepts. The OWL model is open source and is to serve as
agricultural-terminology standard for developers of ontologies. A similar approach
was observed in the crop ontology tool presented in [7], which is a mainstream crop
ontology aimed to provide a standard vocabulary for crops related terms to ontology
developers. Provided in RDF format and described using OWL and RDFS, the crop
ontology is believed by the authors to be a one-stop platform for creating crop-
based ontologies, with an API that can be integrated directly into user applications.
In the two approaches, it is observed that general crop domain concepts are rep-
resented using ontological knowledge representation to provide among other things;
the terminological standards, hierarchical representation of terms, and the relations
exist between the terms and/or data type. However, they are not specific to a
particular crop domain and therefore may not contain complex descriptions of their

Fig. 4 SWRL rule validation showing query result of the sixth rule
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application domains. Moreover, the ontologies are not in OWL 2 RL language
profile and therefore lack the ability to provide user-defined rules for complex and
detailed domain description.

A specific concept from the general crop ontologies may be expanded with in-
depth assertions and relationships between terms defined to build domain-specific
applications such as the work of Shrestha and colleagues [12], where the ‘crop
ontology’ tool was employed to support integrated breeding by providing validated
trait names for crop-breeders to access the phenotype and genotype data related to a
given trait. However, the application simply utilizes the ontology and does not
extend the crop ontology with additional semantics or syntaxes for complex domain
modeling and reasoning. In view of domain-specific crop ontologies, Thunkijjanukij
[14] in his doctoral research claims to have developed a pioneer ‘Thai Rice
Ontology’ from scratch, with a specific ontology visualization tool to aid presen-
tation of the ontology. These ontologies, robust as they may be, were developed with
older versions of the Web ontology language and, as such, lack the expressive
capabilities for domain modeling provided by the latest OWL profiles such as OWL
2 RL. Moreover, none of these works attempt to model an underutilized crop domain
that can be used in traditional rule-based application systems. The work presented in
this paper is one of the few OWL 2 RL crop ontologies extended with user-defined
SWRL rules. Motivated by the need for an efficient knowledge representation of
underutilized crops data (from the CFFRC), our work is one of the pioneer ontol-
ogies for underutilized crops ontologies.

7 Conclusions and Future Work

In this paper, we proposed a framework for representing knowledge using OWL 2
RL ontologies and SWRL rules and to integrate and reason over data from multiple
heterogeneous underutilized crops data sources. Using the Pellet reasoner, we have
presented an evaluation that consists of querying the knowledge base to ensure that
the query results are consistent with the rules. This includes validation of the
ontology and SWRL rules by writing appropriate DL queries. In the future, we plan
to develop domain-specific SWRL built-in data types to express our domain
knowledge comprehensively and publish the ontology to present the domain
knowledge to the general public.
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A Study on Changes of Supervision Model
in Universities and Fostering Creative PhD
Students in China

Lingling Luo, Chunfang Zhou and Song Zhang

Abstract This paper aims to explore the changes of supervision model in higher
education in relation to fostering creative PhD students in China. The changes are
being made from the traditional Apprentice Master Model (AMM) to the modern
Collaborative Cohort Model (CCM). According to the results of the empirical work
done by questionnaire survey and interviews, this study shows in the background of
the Big Science Era and according to theories on systematic view of creativity, the
new CCM improves PhD students’ creativity to some extent; however, problems
exist in the creativity development mechanisms. So this paper also explores the
reasons of why the new mechanism of creativity development failed to play fully.

Keywords PhD education � Creativity � Apprentice master model (AMM) �
Collaborative cohort model (CCM) � Supervision model

1 Introduction

PhD students are the groups who will gain the highest level of educational degree.
To foster creative PhD students is very important for the national strategy of capital
development. The supervisors are regarded as the examples of academic research of
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PhD students, so they play significant roles in most PhD students’ research career
and creativity development. Along with the coming of the Big Science Era and the
increasing number of PhD students, there are some changes in the traditional ways
of supervision that gives the birth of a new supervision model.

From their case studies and based on the theories of systematic view of crea-
tivity, Hook and Csikszentmihalyi [1] have generalized a new supervision model
that is different from the old model focusing on traditional, close, and one-to-one
relationships between supervisors and students. The new model prefers to the
following: enough trust and given responsibility; good overlooking and true letting
go; and emphasis on group roles, such as influences of peer groups and research
communities. Accordingly, the scholars [2] have further generalized such changes
of supervision ways are from the Apprentice Maser Model (AMM) to the
Collaborative Cohort Model (CCM). This point has been involved into many recent
studies [3, 4]. The following four aspects demonstrate the characteristics of CMM.

First, benefits of peer learning on creativity development are emphasized. As the
frequent communication can stimulate to learn from each other and to understand
process of study, the PhD student can get feedback of self-learning according to the
experiences of peers and get peer supports. Supervisors involve their students into
learning communities. Second, group supervision is helpful to cooperative inno-
vation that is emphasized. The CCM is gaining increasing popularity internationally
and, in some contexts, replacing the conventional model of AMM. Among the
motivations advanced for this shift is that the CCM improves completion rates and
enhances the quality of research supervision [3, 4]. Third, to make space for cre-
ativity of PhD students is emphasized. Making space for creativity is a crucial
problem, as we develop higher degree systems. The safest and quickest, but also the
most deadening, form of PhD work is where students effectively reproduce the
methods of their supervisor. Indeed, students should learn their supervisor’s atti-
tudes and methods [5, 6]. Fourth, the influences of cultural capital and social capital
of supervisors on students are emphasized. From a sociological perspective, studies
on creativity emphasized the importance of relationship between supervisor and
PhD student is not on personal relationships, rather on the involvement of PhD
students into the supervisors’ collaboration network [7].

Recently, China has enlarged the number of PhD students, so how to improve
the quality of students; especially, the creativity of students is one of focuses of
universities [8–12]. This paper aims to explore the changes of supervision models
in PhD study in China. We especially ask two research questions: (1) Are the
supervision models of fostering PhD students changing from AMM to CMM in
universities in China? And (2) if there are some changes, what are the problems in
the practice of change from AMM to CCM? Does the CMM play well with the
mechanism of fostering creative students?
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2 Methodology

In order to collect data, this study designed ‘Investigation Questionnaire of Scientific
Research Groups’ for supervisors and ‘Investigation Questionnaire of Models of
PhD Supervision and PhD Study’ for students. The latter included 24 questions from
the following 5 aspects: (1) ways of supervision, (2) ways of achieving professional
knowledge and skills, (3) ways of forming academic norms, (4) ways of fostering
creativity among PhD students, and (5) roles of scientific research groups in PhD
study. This study also designed interview guidelines for both supervisors and stu-
dents. In addition, ‘Creative Climate Scale for Science and Technology Team
(CCSSTT)’was applied for students. The investigation in this scale includes external
climate, internal climate, and personal feeling-related climate.

The participants are from 5 scientific research groups from 2 universities in
China. From March to June in 2009, researchers of this study interviewed 9 PhD
supervisors, 1 co-supervisor, and 14 PhD students. It also included the delivery of
questionnaires (n = 100, 88 of the 100 are valid) (Table 1).

3 Results

3.1 Results for Research Question 1

The data demonstrated that the supervision model of PhD students is changing from
AAM to CMM in China. The relationship between supervisors and students and the
form of students’ academic norms are at medium level (Tables 2 and 3).

3.2 Results for Research Question 2

As shown in Table 4, the results demonstrate that there are three aspects of sig-
nificant correlation.

First, the exterior climate (such as information resource of university or faculty,
equipment resource, management attitude, innovation policy, and scientific man-
agement) has inverse ratio with relationship between supervisors and students
(R = −247, Sig = 0.020). However, the exterior climate has direct proportion with
scientific research group function (R = 0.293, Sig = 0.006). This means the higher
cores of exterior climate indicate the worse relationships between supervisors and
students. In other words, when there are less contact between supervisors and
students, the exterior climate plays more roles. The exterior climate has direct
influences of scientific research group functions. The better exterior climate indi-
cates the better function of scientific research group.
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Table 2 Results of investigation questionnaire of models of PhD students

N = 88 AMM CCM

Minimum = 1,
Maximum = 6

1 Supervising students Supervisors always
directly provide the
guidance personally

The supervision is
based on team
work

2 Meeting between the
supervisors and the
students

3 Working with the
supervisor together

More Fewer

4 The relation between
the supervisors and
the students

Intimate Alienating

5 Students’ perception
for the supervisor

Strict teacher like parents Experts

6 Knowledge source Obtaining knowledge
from supervisors

Mutual inspiration
among the team
members

7 Ways of knowledge
internalization

Obtaining knowledge
from supervisors

Learning from the
process of a project

8 Obtaining
professional standard

Obtaining knowledge
from supervisors

Learning from the
process of a project

9 Professional
communication

Communication with
teacher

Increasing the
peers’
communication

10 Requirements for
completing the
assignment

Based on supervisors’
planning

The design project
by one’s own

11 Educational
objectives

Get a degree The enhancement
for research
capacities

12 Research methods Obtaining knowledge
from supervisors

Research design
and project
management

13 Research data
accuracy

The supervisor teaches by
personal

Directly facing
social expectations

(continued)
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Second, the interior climate (including supervisor group academic atmosphere,
group culture, interaction of motivation, internal information, and management
style of supervisor) has relevance with students’ creativity (R = 0.248, Sig = 0.020).
This means the better interior climate is better helpful to foster students’ creativity.
The interior climate is also relevant to scientific research group function (R = 0.33,
Sig = 0.002). The better interior climate is better helpful to play the group roles.

Third, climate related to individual perception (freedom, work pressure, work
challenge) has relevance with students’ learning specialized knowledge (R = 0.255,
Sig = 0.017). This means freedom, work pressure, and work challenge can stimulate
students to learn specialized knowledge.

Table 2 (continued)

N = 88 AMM CCM

Minimum = 1,
Maximum = 6

14 Completing academic
paper

Face the supervisor’s
guidance

Directly facing
experts’ review

15 Submission of
manuscript

Deliver to the common
journal

Deliver to the
anonymous review
journal

16 Dissertation Topic Reading literature The engagement of
supervisors’
projects

17 Title choice The title is assigned by
supervisors

Students pick the
research topic of
interest

18 The fostering of
creativity

Finishing the dissertation Finishing the
dissertation by the
projects

19 Ways for cultivating
creativity

Influenced by the
supervisor

Influenced by the
research team

20 Supervisor’s
responsibility

Providing the
professional guidance
when consulting

Apply for the
project and manage
the team

21 Career development Getting the help by the
supervisor

Getting lots of help
by social network

22 Research teams No research teams Stable research
team

23 A sense of teamwork No team spirit Good team spirit

24 The outcomes of
students

Degree certificate Degree and
scientific working
experience
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4 Discussion

4.1 Relationship Between Supervisor and PhD Students
and Responsibility

According to the data of interviews, the students mentioned now there are less time of
face-to-face meetings with supervisors than before. However, they can get more
effective communication by information technologies. So it is hard to say the psy-
chological and social distance becomes far. The students also mentioned what they
can learn from a good supervisor is much more than knowledge. ‘I have been
influenced much by tacit knowledge of my supervisor. As a student, I can learn the
academic spirits from that: the conscientious and rigorous attitudes, literacy of
scholars, and insight of research.’As what Zuckerman [13] found in his early studies,
some students of successful scientists reported that scientific knowledge is the least
important in what they learned from the Nobel laureates. What are more significant
are the relations with their professions and criteria of working as good examples.

Table 3 Five aspects in investigation questionnaire of models of PhD supervision and PhD study

Aspect N M SD Tendency of AAM or CCM

Relationship between
Supervisor and Student

88 2.63 0.98 Medium

Students’ specialized
knowledge

88 4.10 0.81 Tendency toward learning by
collective collaboration

Students’ academic norm 88 2.98 1.03 Medium

Students’ creativity 88 3.63 1.07 Tendency toward collective
collaboration as stimuli

Scientific research group
function

88 4.55 1.01 Tendency toward scientific research by
collective collaboration

Table 4 Correlation between questionnaire survey and supervision model

N = 88 The method
of supervisor’s
guidance

Students’
specialized
knowledge

Students’
academic
norm

Students’
creativity

Scientific
research
group
function

Exterior
climate A

Pearson
correlation

−0.247a 0.032 −0.136 0.154 0.293b

Sig. (2-tailed) 0.020 0.764 0.206 0.153 0.006

Interior
climate B

Pearson
correlation

−0.158 0.014 −0.043 0.248a 0.330b

Sig. (2-tailed) 0.142 0.896 0.690 0.020 0.002

Climate
related to
individual
perception C

Pearson
correlation

0.056 0.255a 0.009 0.113 0.158

Sig. (2-tailed) 0.607 0.017 0.932 0.295 0.142
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Although the PhD supervisors take the responsibilities of academic research and
doing contributions to the society, the core task is still to foster and guide under-
graduate students. As there are many changes of traditional AMM caused by the
new research life, is the ‘good overlooking’ a lack of responsibility? One point
generated from this investigation is that the way of supervision should not be the
traditional teaching from hand to hand any longer, rather than the way of ‘true
letting go.’ Roles of behaving as examples have replaced the way of teaching by
mouth to a large extent. The supervisors may manage group resource and apply
useful resource of Internet. They deliver the specialized knowledge, skills, regu-
lations, and norms of value to the undergraduate students. The estrangement of
relationship between supervisor and students is well meaning, which is the trust and
the space of self-directed learning and individual growing up given to the students
by the supervisors.

Meanwhile, there is another point. Some supervisors overlooked to foster stu-
dents’ ability, as they did not give students the first priority in their work. They only
assigned the simple and repeated research activities that led students become labor
of scientific research. Some supervisors failed to find the joint points of academic
research, student study, and ability fostering. They got half the results with double
the efforts. As their attention was distracted, it is very hard to take care of the
student well for them.

4.2 Balance Between Recognition of Supervisor
and Students’ Creativity Constrained by Culture

The results of questionnaire and interviews can confirm that in the research uni-
versities, PhD students and master students are the continuous new input of
research group. They are successors of knowledge and take on basic research in the
groups. The students affirmed the roles of participation of research group on
learning knowledge of PhD study and fostering academic norms. Guided by the
academic research, students’ learning is ‘research project-centered.’ Besides the
compulsory courses, supervisors are not the direct teachers. They introduce students
to the professional field and most of them recommend students to practice of
research projects. The students can learn and adopt necessary knowledge, academic
skills, and norms. They also can master the professional skills and writing norms
during participation of project that facilitates them to achieve the criteria of pro-
fessional work and norms of value.

However, both supervisors and students also mentioned other problem. Firstly,
due to the limitations of financial support of research projects, the group depends on
much the reputation of academic leader and groups that indicate the strong
‘Matthew Effect.’ So some supervisors are still using traditional model of AMM to
guide PhD students. Secondly, due to the rigorous assessment system of academic
research tasks, some supervisors only pay attention to the income of research funds
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that cause them cannot concentrate on the research directions and achieve the
research academic. This further influents the qualification of PhD student.

4.3 Balance Between Students’ Acceptance of Culture
and Creativity Depending on Supervisors’ Attitudes

The responsibility of gatekeeper is to decide what can or what cannot be introduced
to the existing knowledge system and then to deliver to next generation. If the
experts judge the changes made by the individuals are creative by the criteria of
certain field, the person is creative. But if only the research group only emphasizes
this, it will decrease students’ creativity under the background of introducing stu-
dents to the formal paradigm of scientific research activities. The good groups
generate innovation from students’ practice experience that is based on the process
from learning knowledge to new knowledge creation. Or the groups should
emphasize to develop the individual potential of creativity.

The model of collaborative supervision depends on the group mechanism, which
constructs the learning organizations and provides multiple learning objectives to
students. Under the leadership of supervisors, the group members own different
cognitive styles, knowledge background, and creative motivation. When the tra-
ditional AMM change to group-based collaboration supervision model, the super-
visors make use of Internet, lead and develop group, and form the group model of
fostering PhD student depending on the beneficial environments such as diversity
of group members and interaction between members. They stimulate students to
better adopt knowledge and creative insights influenced by such model. The PhD
students are introduced to study and manage the group and engage themselves into
the practical research projects. They can be creative to work and learn confidently
and independently.

Among the five groups investigated in this study, four of them are research
groups with several PhD supervisors and part-time teachers as the key members.
The undergraduate students are floating. Within the groups, the co-supervisors can
assist the supervisors to give detailed supervisors and the students also can learn
from the teachers and peers besides the supervisor. This avoids causing knowledge
gaps when the supervisors are not on the site, which can realize the continuous
teaching process. ‘Beside the supervisors, the other teachers’ ideas and methods can
be expressed and shared with students.’ However, there are also other points in the
investigation. Due to too many layers in the group, sometimes there are weak
cooperation and unclear agreements of responsibility between supervisors and co-
supervisors that lead to the overlooking of the students. So problems exist, since
‘there are so many supervisors, co-supervisors, and assistant professors and unclear
responsibility.’ This leads to ‘situation of passing the buck to each other in
supervision group.’ ‘Free’ growing up may delay the students’ study and devel-
opment. In particular to learn the tacit knowledge such as the insight of academic
problems and judgment of results, it should be learned from the direct contact with
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the supervisors. Even students cannot learn in depth from co-supervisors. These
barriers to creativity from multiple layers of groups need to be improved by diverse
and creative group mechanism.

4.4 Breaking Balance of Relationship Between Society
and Culture Depending on Students’ Creativity

Specialization exists as the cultural capital. As the social capital, field means a
group of people who are the gatekeeper. When the balance between specialization
and field is broken, it is usually caused by the appearance of new innovative
individuals who own specialized knowledge and skills that engage in professional
research and propose creative ideas. Students are usually the innovators guided by
the supervisors. In the Big Science Era, the mixed mechanism with educational
mechanism and academic research mechanism and problem-guided learning can
improve the research ability and creative practice, facilitate students’ creativity,
break the balance between specialization, and field by either generation of new
specialization or new academic leaders. In the universities, students are most cre-
ative. The stimulation of individual creativity in the group contexts usually depends
on good creative climate. The group climate is crucial influences of creativity
development among students. The climate involves process of group creation and
different kinds of elements of pressure and environment during the group creation.
The group creative climate stimulates members’ creative work to reach the goals.
This can be another illustration of research group functions.

From the perspective of fostering creativity, the new supervision model indicates
the systematic approach to creativity and combines many elements of generating
creativity. The adoption of cultural capital becomes the starting points of creative
work. Stimuli such as ‘letting go’ and trust of supervisors, examples of professions,
and other resource support make the students to engage into creative learning
confidently and independently. The self-influences of achievement of supervisors
forms network resource are social capital. It also has accumulation effect that
facilitates students to be high level within their field in a short time. As the new
supervision model is under construction in mainland China, a lot of problem in
relation to creativity research are valuable to be discussed.

The Chinese supervisors usually do some measures in order to stimulate
students’ creativity. Such measures include encouraging students to apply for
research project by themselves, providing opportunities of participation of high-
level academic conference, recommending students to go to other countries, and
facilitating students to submit articles to good journals. However, the supervisors
are still confused that the students are lack of creativity. Now, a serious problem is
to improve the theoretical thinking, as some basic phenomenon and basic regulation
have been found by the experiments. But how to improve the theories based on
what have been found is a puzzle. So the supervisors think to foster the critical
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thinking skills is very important. However, many Chinese students are lack of the
guidance of critical ability. ‘Culture of obedience’ is integrated into the whole
educational process. So the basic conceptualization on changing educational culture
is needed.

5 Conclusions

As the literature [1, 7] suggested, we should not ask ‘what creativity is,’ instead of
‘where creativity is.’ Creativity is not generalized from personal mind, but from
interaction between minds of human being and social–cultural environment. Thus,
creativity can be found from a ‘system’ consist of three elements including ‘per-
son,’ ‘domain,’ and ‘field’ and from the interaction between such three elements.
‘Domain’ exists as cultural capital. It is a symbol system including specialized
knowledge, skills, norms, and value. ‘Person’ can reach to ‘domain’ though pro-
fessional learning and training. ‘Field’ exists as social capital. It consists of groups
of people who have special professional knowledge, skills, and engagement in both
research and practice and who may be experts, scholars, and teachers. This study
underpins such a systematic view to creativity development among PhD students in
Chinese universities. As the shift of supervision model from AMM to CMM is
underway, some key issues should be considered including how to build a good
relationship between supervisor and students that is helpful to foster creative
thinking skills of PhD students, how to stimulate the creative climate of scientific
research groups where involving PhD students’ creative work, and how to break the
cultural barriers to creative teaching and creative learning. Therefore, the future
efforts of preparing creative PhD students for the society should be focused on a
systematic approach to creativity development calling for closer interaction between
‘domain,’ ‘field,’ and ‘person’ in the changes of supervision model toward CMM.
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Evaluating Different In-Memory Cached
Architectures in Regard to Time Efficiency
for Big Data Analysis

Richard Millham

Abstract The era of big data has arrived, and a plethora of methods and tools are
being used to manage and analyse the emerging huge volume, velocity, variety,
veracity and volatility of information system data sources. In this paper, a particular
aspect of a business domain is explored where the primary data being stored/
accessed are not the data value itself (which is highly volatile), but the frequency of
its change. Each data frequency has a chain of related data pertaining to it, whose
links must be incorporated into this architecture. The volatility of data necessitates
the use of in-memory architectures to reduce access/update times. Given these
business requirements, different in-memory architectures are examined, using an
experiment with sample data, in order to evaluate their worst case response times
for a given test set of data analysis/manipulation operations. The results of this
experiment are presented and discussed in terms of the most suitable architecture
for this type of data, which is in-memory objects linked via hash table links.

Keywords Big data � In-memory cached architecture

1 Introduction

Big data can often be defined by the nature of its characteristics of the 5Vs of
volume, velocity, variety and volatility [1]. Big data are playing an increasingly
important role in business. An example, different businesses are analysing big data
to provide more informed decision-making and insights into client behaviour [2].

In this paper, we briefly examine the role of big data and the various architec-
tures that have been designed to meet its unique characteristics. Each of these
architectural designs has advantages and disadvantages with its design often being
best suited to manage a particular facet of big data. As we are focusing on a
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particular type of big data that may be particular within a specific business domain,
we examine a specific type of data architecture design that is well suited for that
type of data, which in our case is in-memory architecture. The nature of the
business dictates a particular linking of various related data items. With this type of
data and required linkages in mind, we examine different architectures, using a test
set of worst-case scenario data analysis/manipulation operations, in order to dis-
cover the most time-efficient architecture. This architecture must be generic enough
to be implemented for this business aspect with the trade-off being slightly slower
speed in return for flexibility rather than being a highly specialised architecture for a
very particular instance with optimal speed. The results of our evaluation are pre-
sented in order to outline the most suitable architecture for this business aspect with
its type of data.

2 Literature Review

Although there are many references to big data and its use within organisations, there
is no standard definition of big data or standards governing its use in terms
of architecture, analytics, security, etc. Although there are efforts to implement a
standardised database to handle big data, the variety, with the requirements
of velocity and volume, denotes a customised approach to data storage and
collection [3]. Consequently, a wide variety of architectures and security and analysis
techniques exist or are emerging. Often, big data is distinguished from other forms of
data by its properties of volume, variety, velocity, value, veracity and volatility [1, 4].

Although no standard set of architectures exist to manage big data, one of the
focus areas within architecture is on data dynamicity and linkage in order to form
new data models that incorporate data linking and referential integrity [3]. This
linkage is necessary to ensure data integrity and to reduce data duplication.

In order to manage big data, a number of architectures have been proposed.
NoSQL (non-relational databases) rely on “key-value” pairing and may be used to
provide distributed, highly scalable data storage for big data [5]. “Key-Value”
pairing is used for unrelated data where a key, determined through some function,
provides a link to a storage area of its corresponding data [6]. A common archi-
tecture for big data is the use of the Hadoop framework. This framework enables
large data sets to be distributed across clusters of computers and is highly scalable.
Scalability is enabled by having each server in its network have its own local
computation and storage and in having this network grow in relation to the growing
needs of data—as data grows, more servers are added. A key component of Hadoop
is Map-Reduce which distributes data, with its analysis computations, across every
server in the Hadoop network. Once each individual server finishes its computa-
tions on its local data received by Map-Reduce, these results are sent to Map-
Reduce for compilation into final results [7, 8]. Although Hadoop is suitable for
large amounts of variable data (data originating from sensors, web clicks, docu-
ments, etc.), Hadoop is not suitable for real-time big data use and analysis [5].
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Key-value store architectures, which permits clients to insert and access valued
per key, are recognised as having the advantages of a simple architecture and high
scalability. However, this architecture has the cost of consistency of value storage
which prohibits rich ad hoc querying and analytics aspects [9]. Document store
architecture allow for storage of more complex data, such as nested documents or
list with attribute names to be defined dynamically at run-time. An example of
document store architecture is MongoDB. Another architecture, extensible record
stores, consists of rows and columns with its rows and columns distributed over
multiple nodes. Rows are split across multiple nodes through the use of a shared
primary key, and table columns are divided across multiple nodes using “column
groups”. An example of an extensible record store is Google’s Big Table [9].
However, maintaining a record of which rows and columns are split among dif-
ferent data chunks is cumbersome and time-consuming. In addition, unless the
partitioning of the data among nodes is done optimally, performance loss may
result.

A variable heterogeneous architecture for big data has been proposed where an
incoming data stream is first analysed for its format. Depending on the format, the
most appropriate architecture is chosen—relational databases for normalised data,
key-value storage for simple data with no need of complex querying, etc. In
addition, in order to distribute the data amongst servers with minimum communi-
cation costs, each data item is calculated in terms of its distance from another. The
most centrally located data item, or central centroid, becomes the cloud cluster, and
the most closely located data items form this data cluster. This particular analysis
has the advantage that outliers, with a great distance to the central centroid are not
used in the calculation of average distance, so they do not become part of the
cluster, at the expense of a high communication cost [9]. However, the linking and
integration of these diverse forms of data amongst these different architectures pose
a difficult challenge.

For every origin of big data, there is a target or purpose. An example, for the
footing of big data in science, the target was scientific discovery. For the basis of
business, the target was personal services [3]. In this study, the foundation of big
data in customer relationship, the target is identification of problem areas within
complaints.

The data values being stored might range due to a number of considerations. An
example, a stock exchange might wish to store the price history of each particular
share over a given period time. However, this storage requires considerable data
storage and relatively long access times to access a given data item, such as a share
price at a particular point in time. Often, a business will store frequently accessed
data items, which they commonly used for analysis, in a quickly accessed data
structure with links from that item to related items in decreasing order of use.
A common example is the current “buy” stock price. Some business analysis
models of traders may predict a future rise in a particular stock (based on a detected
yet unprocessed “buy” order) and then purchase an amount of stock at the current
“buy” price millisecond before the unprocessed “buy” order. The unprocessed buy
order is forced to buy that particular stock at a slightly higher buying price.
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This scenario is repeated thousands of times per day, which gives this type of
trading the moniker of “high-frequency trading” [10].

However, some business models rely on utilising the “herd mentality” to predict
stock price. This business focus might be on the most highly traded stocks in order
to determine the direction of the market [11]. However, in high-frequency trading,
the highly traded stocks, as denoted by frequency figures, might be misleading as
the frequency is also dependent on the number of shares traded. These number of
shares traded might be stored separately or combined with the stored frequency
factor in conjunction with a weighing factor (number of shares traded). However,
this frequency factor would consist of two components, the number of times a
particular share was traded and the number of shares traded of that share. With an
increased number of components comes an increased complexity within its archi-
tecture and its algorithms.

Besides data value storage, the manner in which it is stored and accessed must
also be considered. As the number of CPUs, CPU speed and memory size increase,
many big data workload change from being predominantly I/O bound to CPU
bound [12]. Often, there is a trade-off between information representation and data
processing efficiency in order to find the optimal cost per bit of information pro-
duced. Due to increasing data sizes and energy consumption, cache and memory
compression have been areas of focus. Some areas of interest are which modules in
the memory hierarchy should contain compressed or non-compressed data and what
is the impact of compressed data on performance and energy. Some experiments
suggest that, due to the high performance costs of compression and decompression,
compression should be reserved for the least-frequently used items [13]. This
approach towards compression is adopted by some big data architectures.

In order to manage the volatility and velocity, notably quick access rates, of big
data, in-memory architecture is used with periodic backups, during off-peak times,
to secondary storage. Although in-memory storage is more susceptible to loss due
to disasters such as power outages, the higher access speeds, relative to secondary
storage, make it more suitable for volatile data storage [14]. One researcher, to
manage the volume and velocity of big data, relied on an architecture of in-memory
access to data with customised data structures to hold related data chunks and
compression to reduce data size, particularly among less frequently used related
items [15]. However, no suitable data structures were specified that would hold
these related data chunks yet be flexible enough to manage new varieties of data. In
addition, in-memory architecture is suited to data with high velocity and volatility
yet poses a danger due to the temporality of its storage nature.

3 Methodology

Although big data have many possible architectures, it was decided to design an
architecture that would allow for a variety of different types of data yet allow these
data items to be linked, as they often are in a business domain, for related pieces of
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data. Our data model focuses on developing an architecture, notably for high-
frequency data. High-frequency data were chosen in order for businesses that use
this data to access need data quickly to make informed decisions within certain
domains. Although the stock market business was looked at, it was decided to look
at another business using another frequency domain, customer relations, where the
frequency factor is the number of complaints per customer. By analysing the fre-
quency factor, businesses can quickly determine their customer relationship
direction. The frequency represents an aggregate of individual customer complaints
per client. Each individual complaint is categorised into a complaint area, linked
with that particular frequency. The complaint area, in turn, is linked to a category of
dates. Further analysis of this linked data can be used to yield additional insights
into customer relationship management [16].

If further information for analysis is required, each frequency factor has a one-to-
many relationship with complaint areas as a customer might have complaints in
different areas. If even further analysis is required, each complaint area has a many
to many relationship with dates. The area of complaint may have multiple dates
upon which the complaint was based. By utilising a unique data per table entry with
links, redundant date storage (as in a one-to-many relationship between complaint
areas and dates) is eliminated without losing any information [17]. Furthermore, by
utilising frequency, complaint area and complaint date as dimensions within a data
cube, relationships between these dimensions can be determined through analysis of
this data [18]. An example, for a client with high frequency, areas of complaint
might be analysed along with the dates of complaint in order to find a correlation
between these three dimensions—a problem in a particular area for a particular
group of customers during a specific time frame—in order to devise and take
remedial action.

In other words, a group of Clients (CL1…CLn) will have their set of complaints: a
particular client of this group, CLi, has a set of complaints {CP1 … CPn}. The
frequency of complaints of an individual client CLiPi is (CLiP1 + ··· + CLiPn)/Ti

where Ti is a given time period. Possible complaint areas (CA) are a set {CA1 …
CAn}, which are aggregated into a subset {CAi1 … CAin} that denote grouped
complaint areas. Similarly, possible complaint dates are a set {CD1 … CDn}, which
are aggregated into a subset {CDi1 … CDin} that denote grouped complaint dates.
Each frequency of an individual client, denoted by FiCLi, is linked to a set of grouped
complaint areas, denoted by {CAiG1 … CAiGn}. Consequently, a client frequency,
CLiFi, is mapped to a subset of grouped complaint areas, CLiFi→({FiCAiG1 …
FiCAiGn}, where {FiCAiG1… FiCAiGn}� {CAiG1… CAiGn}. Similarly, a client’s
present complaint areas are mapped to a particular set of grouped dates. This mapping
is denoted as {FiCAG1 … FiCAGn}→{FiCDiG1 … FiCDiGn} where {FiCDiG1 …
FiCDiGn}} � {CDiG1 … CDiGn}.

Due to the high volatility and high velocity of this type of data, it was decided to
adopt an in-cache memory architecture that could store data that could be accessed,
inserted and altered in real time. However, as this type of frequency data often had
linked data that needed to be accessed for analysis, this architecture also must take
into consideration the linking of different types of data. A number of different
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architectures, based on in-memory access to data, were experimented with and
examined for insert/access/alteration speed.

This data architecture provides data linkages of different types of data with the
most frequently accessed data being stored and accessed in the first component.
Consequently, due to this architecture, there are linkages from the primary com-
ponent (one to many or many to many) to subsequent components. As a result, if
analysis requires more information from an element or set of elements, this infor-
mation can be derived, in order of use, from following linkages from the element to
subsequent components containing this information. In addition, these linkages
were designed to be able to form a 3D cube of data, with each component providing
a data dimension. Furthermore, these linkages enabled each member of the primary
set of data to have multiple elements of linked data in subsequent data sets in order
to mirror a business scenario. An example of this type of scenario, given a customer
frequency and complaint area, analysis can reveal if these complaints within this
area increased, remained stable or decreased over a set period of time and determine
what were the areas of complaints and within what time period.

One of the reasons for using objects as data structure entities within our archi-
tecture is that objects are easily extendible and can hold a variety of different type of
data. As a new data stream becomes available, the object can easily be modified to
hold this addition of data. Objects are not restricted to a particular data type—they
can simultaneously hold strings, numbers, video and pictures among other data
types.

4 Small Example with Results

In order to test the various architectures, a small example data set was used. The
data set consisted of originally 20,000 frequencies, 40,000 areas and 80,000 dates.
Although this data set is very small (and may not be large enough to be considered
to be big data), the experiment was constrained by the equipment that had to be
used. This system had a relatively small amount of memory, so it was decided by
the researcher to use a smaller data set that would fit in its existing memory rather
than utilise a “typical” big data set which would overwhelm the resident memory
(and thus defeat the experiment by providing false response rates) and possibly
increase CPU overhead unnecessarily (with consequent false response rates pos-
sibilities) through paging management of virtual memory.

The system used for this example was an i3 dual-core processor running at
2.53 MHz. It contained 4 GB of RAM and ran using the 64-bit Windows 7
operating System, Service Pack 1. Although this system is not typical of “big data”
systems, it was thought that it would provide an accurate relative comparison of
different architecture’s data manipulation time response rates.

First, a set of test cases needed to be developed in order to test the access/insert/
update (data manipulation and business analysis) response times of different
architectures. Besides determining the response times for insertion of new data and
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updating of existing data, response times for data access were also examined. Given
the business case scenario, it was decided that typical access queries might involve
determining the client with the lowest and highest frequency of complaints, an
average frequency of complaints for all clients, and the creation of a data cube for
all clients and the creation of a slice of this data cube. The set of test cases are as
follows:

1. Determine the maximum frequency and access all linked entities for that
frequency

2. Determine the minimum frequency and access all linked entities for that
frequency

3. Determine the average frequency and access all linked entities for all frequency
used in that calculation

4. Insert 10,000 new frequencies with 10,000 new entities for each linked com-
ponent (in the relational database case, linked table rows)

5. Update 10,000 new frequencies with 10,000 updated entities for each linked
component (in the relational database case, linked table rows)

6. Develop a cube of customer frequency, complaint area and complaint dates
7. Slice this cube for a particular customer with multiple complaint areas but

within a certain date range of 3 days

In terms of the update, usually one, or perhaps another linked entity, would be
updated with the remaining linked entities remaining the same. However, in our test
case, the worst-case scenario is explored where all frequencies, with their linked
entities, are updated. An average operation time per architecture is given, from the
time to execute for each of these seven test cases, in order to demonstrate which
architecture has the fastest overall operations.

4.1 Relational Databases

In order to develop a baseline for access/insert rate, a data model was adopted using
a relational database. Though this model is not an in-memory architecture per se, it
provides a baseline for comparison with other in-memory architectures.
Intermediate tables provided the many-to-many relationship between tables and
foreign keys provided a one-to-many relationship between the parent and child
tables. Figure 1 denotes the table structure.

Fig. 1 Relational database tables
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The relational database used was Microsoft SQL Server, version 10.50.2550.
Although different relational databases were available, it was thought that SQL
Server would be representative of the relational database architecture.

The above results are given for each test case using the relational database server
(Table 1).

The update and insert operations took comparatively longer due to the fact that
SQL Server had to insert a row into one entity and then insert another row into
another entity with a foreign key, which involved updating its index table for each
of the 10,000 entities to be inserted. Similarly, the update operation involved
accessing a particular primary entity (frequency), updating different fields of each
linked entity and then re-indexing each linked entity for the 10,000 entities to be
updated. The creation of the data cube took a comparatively longer time than the
statistical operations due to the fact that multiple data items had to be accessed and
retrieved. The slice of a data cube consumed relatively less time due to the fact that
although all linked data items had to be accessed, relational database built-in
optimisation techniques filter out unrequired rows of data items such that only a
small portion of these items would have to be amalgamated to form a slice [19].

4.2 Indexed Collections of Objects

In order to speed up all types of operations, different in-cache memory architectures
were examined. As frequency changed often, developing an index to access a
particular requested frequency, in a quick manner, was impractical. Consequently,
each frequency was put into an array element. This frequency element was the
“value” with its corresponding array element serving as a pointer (or “key”) to a
collection of complaint area objects. Each complaint area object had several
properties, including a list structure of complaint areas. This list provided a one-to-
many relationship between frequency and complaint areas. To access a particular
object in the list, the “key” or pointer of the frequency array served as an index to
the object in the collection using a pre-defined key-object function. Each list ele-
ment of the complaint area object had a “key” or pointer that served as an index to

Table 1 Query time results
for relational database

Operation Time elapsed (picoseconds)

Maximum 109,000,000,000

Minimum 780,000,000

Average 930,000,000

Insert 10,000 linked entities 2,560,000,000,000

Update 10,000 linked entities 17,261,000,000,000

Create data cube 577,000,000,000

Slice data cube 88,000,000,000

Average operation time 2,942,387,142,857
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its corresponding object in the complaint date collection. This list key arrangement
provided a many-to-many relationship between complaint area and date. Using a
pre-defined key-object function, the list key of the complaint area object is used to
access its corresponding complaint date object (Fig. 2).

Using the same set of test cases as were used in the relational database archi-
tecture, the above results from this architecture were determined (Table 2).

Access times for the minimum and maximum frequency values have improved
significantly. The average frequency is slightly more than the minimum or maxi-
mum frequency due to the extra calculation overhead which must be taken into
account. The creation and slicing of a data cube consumed approximately the same
amount of time. Insertion of new entities in all of the linked entities is much quicker
than an update due to the architecture requiring a simple expansion of existing data
structures and inserting the new entities into the structure with their new links. An
update requires accessing all and each of the frequency elements with their linked
data structure entities and updating them and their links. The access and updating of
existing elements in linked entities consume more time than simply expanding data
structures and adding new elements to these structures (Fig. 3).

4.3 Objects/Lists with Hash Table Links

Using the same set of test cases as were used in the relational database and col-
lection architecture, the following results from this hash table linked architecture
were determined (Table 3).

Fig. 2 In-cache memory database using indexed collections

Table 2 Query time results
for indexed collection
architecture

Operation Time elapsed (picoseconds)

Maximum 604,000,000

Minimum 607,000,000

Average 688,000,000

Insert 10,000 linked entities 0.00,000,003

Update 10,000 linked entities 0.000012850018

Create data cube 3,120,010,000

Slice data cube 3,120,000,000

Average operation time 1,162,715,714
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Although the hash table architecture does not differ substantially from the in-cache
memory collection architecture, the access/update/and insert times are significantly
lessened. The common statistical analyses of frequency, along with the creation of a
data cube, were relatively quick due to fast access times. The slicing of the data cube
took longer due to the need to filter out unwanted data from the cube which was just
created. Due to quick access times, the updating of selected rows was very quick.
Similarly, due to fast access times, the links to the newly expanded objects (to hold the
newly-inserted data) were very quickly updated. The difference in architecture is that
rather than relying on indexed object collections, this architecture uses has table data
structures to hold “value”-“key” pairs with the “key” being the object index and the
“value” being the object itself. Hash tables are data structures that are designed to
produce fast associative lookups with average memory access times of 0(n) where
n represents the number of elements [20].

5 Discussion

This experiment had a number of constraints. Although a comparison of in-memory
architecture was performed, the relatively small amount of memory, by big data
architectural standards, required the use of a small but representative data set for
testing. The set of test cases to be used was limited, but this set was determined to
be a common set of operations and business analysis to be performed within this

Fig. 3 In-cache memory database using hash table links

Table 3 Query time results
for hash table architecture

Operation Time elapsed (picoseconds)

Maximum 0.000000020012

Minimum 0.000000013008

Average 0.000000013008

Insert 10,000 linked entities 0.000000005

Update 10,000 linked entities 0.0000000400001

Create cube 0.00200943959

Slice data cube 0.00468

Average operation time 0.00095564
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selected particular business domain. The system, although limited in its system
resources, would give relative, but not necessarily accurate, response times per
given operation for each type of architecture to be tested.

The choice of use of frequency of complaints per client rather than use and
storage of individual complaints per customer was selected due to its advantages of
quick analysis, management of high volatility of complaints and the reduction of
required storage space, with their resultant speed up. By aggregating complaint
areas and dates, among other information, to be stored, within appropriate linkages
to clients, the amount of storage required is reduced without eliminating any nec-
essary information. This particular business domain could quickly determine the
direction of its customer relationship management through accessing the frequency
table. If further information regarding a client’s customer complaint is required, this
information can be retrieved through links from the frequency table.

Because in a large business, customer complaints change so quickly, it was
determined that it would be faster to store it, not only as a frequency rather than an
individual complaint, but in memory where its high volatility characteristic could be
managed in an optimal manner. Consequently, in-memory rather than different big
data architectures were considered.

Although a more optimal response time might be achieved using very specia-
lised data structures to hold particular data types within the selected business
domain, it was decided to use more generic data structures in order to provide
flexibility and to reduce the need to customise the architecture every time that the
incoming data type changed.

As this system was not an optimal big data architectural system, it was decided
to use response times per operation for different architectures from a relative, rather
than absolute, perspective. Although the response rates are given in an absolute
manner, these response times are dependent on a number of factors including
memory size, CPU size, bus speed, et al. Consequently, when determining the
optimal architecture for high-frequency big data, the results must be viewed as in
how much they differed from other architectural models performing the same
operation rather than in absolute response times.

Viewed in the light of all of these considerations, the experiment revealed that
hash tables were time optimal, relative to other architectures, in all of the test case
data manipulation/analysis operations. Due to the quick access times of the hash
table, items can be quickly retrieved and updated in memory. Hash tables can be
quickly expanded in order to accommodate new items. Due to the hash table’s
quick access times to links to related data, this data can be retrieved quickly.
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Engagement in Web-Based Learning
System: An Investigation of Linear
and Nonlinear Navigation

Norliza Katuk and Nur Haryani Zakaria

Abstract This paper investigates linear and nonlinear navigations in Web-based
learning (WBL) systems. The aim of the study was to identify whether the linear
and the nonlinear navigations could be the factors that influence students’
engagement within WBL environment. An experimental study was conducted on
seventy-two students from a university in Malaysia using a Web-based system for
learning Basic Computer Networks and a self-report inventory. The results of this
study suggested that the types of navigation support affected engagement from
certain aspects.

Keywords Navigation � Linear � Nonlinear � Engagement � Web-based learning

1 Introduction

Web-based learning (WBL) emerges as a result of extensive use of information
technology (IT) for delivering courses especially in higher learning institutions.
One of the WBL important aspects is a proper organisation of learning content and
an appropriate navigation support that can facilitate learning. Generally, navigation
can be linear and nonlinear and they might not suitable for everyone. The issue is
how and what navigation support should be offered to students?

This paper reports on investigation of navigation supports in WBL from
students’ engagement perspectives. Section 2 explains the basic concepts of
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navigation in WBL and engagement aspects that related to them. Section 3
describes the experimental study and the results. The findings are discussed in
Sect. 4.

2 Navigation of Learning Content in WBL

Navigation support is a basic component of any Web-based application that gauges
its effectiveness. In simpler words, navigation affects Web usability [1]. In WBL, a
good content navigation technique helps students to learn and obtain knowledge
effectively [2]. In contrast, a poor navigation technique leads to disorientation [3]
and cognitive load [4] that hinder effective learning.

Navigation in WBL comprises two categories: linear and nonlinear [5]. In linear
navigation, the process is controlled by the system [6]. Path to access the content
has been predetermined either dynamically (following students’ needs) or statically
(fix path). Students have no control over the sequence or path of learning content.
They simply click the provided buttons to move forward or backward. In nonlinear
environment, students have greater control over the content compared to the linear.
Martin [6] defined nonlinear as a type of navigation that allows students to freely
navigate the content and follow their own path. No specific path is determined by
the system, which resulted in greater flexibility to browse the content than the linear
navigation.

Past studies in linear and nonlinear navigation of WBL have shown mixed
results. Connelly et al. [7] found that students make the least mistakes with linear
navigation. Further, researchers like Gauss and Urbas [8] suggested that the linear
navigation can reduce disorientation among students with low prior knowledge.
However, a study by Baylor [9] had a contradict result with Gauss and Urbas. He
found that linear navigation is more likely to cause disorientation to students than
the nonlinear. His study was about a searching task that required the students to find
the location of five sentences within a nine-page Web-based passage.

The other benefits of nonlinear navigation include the following: (i) provides
higher interactivity [10], (ii) easy to design and (iii) attractive [11] compared to
linear navigation. Al-Hajri et al. emphasised that nonlinear learning may not [12] be
suitable to all learners [12]. They also argued that neither linear nor nonlinear will
improve students’ performance because students are individually different. They
suggested that “only the navigation approaches that accommodate students’ dif-
ferences will result in better performance”. This is true when we refer to Chen
et al.’s [13] study. Their study suggested that prior knowledge should be considered
when designing a navigation support for WBL. Some studies in the past had also
supported that WBL navigation should be designed according to student’s indi-
vidual difference. Table 1 summarises the results of some empirical studies and the
factors that influence navigation styles including field dependency, level of
knowledge, gender and system experience.
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2.1 The Effects of Navigation Style on Student’s Engagement

Students’ engagement (or disengagement) correlates with their motivation to learn.
Engagement in the context of this study refers to cognitive engagement; subjective
experience persons have when they interact with computer systems [16]. Some
studies used the concept of optimal experience or flow [17, 18] to describe the
cognitive engagement. In this study, engagement is investigated from four aspects
of learning: (i) control, (ii) focus, (iii) curiosity and (iv) intrinsic interests. The
following paragraphs describe them generally from the context of learning.

Control refers to the situation in which students feel in control of the learning
activities. In the context of WBL, control is a critical component that affects stu-
dents’ motivation, performance and attitudes towards learning [19]. In fact, several
studies on learner control in WBL have revealed that giving students control over
learning activities leads to an improved academic achievement [20–22].

Besides control, the learning process also requires an optimal level of focus so
that a meaningful learning can be obtained. Attention focus refers to a situation in
which student’s mind is absorbed by WBL activities. It actually measures student’s
level of concentration in the given tasks. Saadé and Bahli [23] defined this con-
dition as cognitive absorption, which plays an important role in generating more
positive attitudes towards learning and greater exploratory use of the system.

Webster et al. [24] defined curiosity as the situation in which a student is excited
and eager to know more about the domain knowledge. It is important to note that
the state of curiosity is always inconsistent. Small and Arnone [25] suggested that
sufficient and relevant information can increase curiosity. They claimed that
motivation could be increased when students are provided with the information that
is required for learning, thus encouraging them to explore more about the topic.
Consequently, in the context of WBL, insufficient information or knowledge that a
student anticipates during a learning process may lead to a significant decrease or
even extinction of curiosity.

Table 1 Factors influencing the types of navigation in WBL

Components Linear Nonlinear

Field dependency
(field dependent/field
independent) [12]

Field-dependent students prefer
a linear content navigation

Field independency relatively
enjoys nonlinear content
navigation

Level of knowledge [14] Novice students learn better with
linear navigation

Expert students learn better
with nonlinear navigation

Gender [15] Female students prefer linear
organisation of learning content

Male students prefer nonlinear
learning content organisation

System experience [15] Students who are not familiar
with a particular system prefer
linear navigation

Students who familiar with a
particular system prefer a
nonlinear navigation
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The last aspect of engagement is intrinsic interests, which can be defined as a
situation in which a student feels enjoyment with the learning activities. This can be
further described by the reasons which can motivate the student to learn. A student
with intrinsic interests engages in WBL for the sake of the learning itself without
apparent force [26]. Researchers in the area of WBL acknowledge that a proper
design of computer systems can help in stimulating intrinsic interests.

Control, focus, curiosity and intrinsic interest are studied with regard to navi-
gation support in this paper. It aims to understand the effects of navigation styles
(i.e. linear and nonlinear) on the engagement aspects among adult students in
Malaysia. As many Malaysian students use WBL in their courses, the author
interested to identify whether specific types of navigation in WBL will provide
them with appropriate navigation support. To be specific, the study attempts to
answer “what is the effect of linear and non-linear navigations of learning content
on student’s control, focus, curiosity and intrinsic interests?”

3 Experimental Study

An experimental study was conducted to evaluate the effects of linear and nonlinear
navigations on the four aspects of engagement (i.e. control, focus, curiosity and
intrinsic interests). This section explains the methods for conducting the study and
its results.

3.1 Participants

Participants for this study were recruited among students from a higher learning
institution in Malaysia between May and December 2010. Emails and advertise-
ment in the university’s learning management system (LMS) were used to invite the
students to participate in the study. A number of 72 students comprised 33 males
and 39 females were recruited. Their mean age was 24.03 ranging from 18 to
45 years with majority of the students were aged between 21 and 25 years (52
students). The students who participated in this study enroled in various
programmes.

3.2 Materials

Materials for the study consisted of two Web-based systems and a self-report
inventory. The two systems were designed and developed following a course syl-
labus for the IT fundamental course offered for non-IT students. The original
system was known as IT-Tutor with linear navigation. However, for the purpose of
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this study, the same system has been modified to include the nonlinear navigation.
Both systems covered a module named “Basic Computer Networks” that is
equivalent to 90 mins of learning. The Web-based systems organised learning
content in multimedia formats (i.e. text and images). The systems consist of three
main components: quizzes, feedbacks and explanations. The quizzes were used to
evaluate students’ prior and current knowledge about the domain of learning. The
feedbacks notify the students about the answers of the quiz and the associated
explanations that they need to know. The explanations are the associated knowl-
edge that gives details of the quizzes. This is the component where linear and
nonlinear navigations have been implemented. Figure 1 illustrates the learning
process that students need to follow with linear (Fig. 1a) or nonlinear (Fig. 1b)
navigation.

Both linear and nonlinear Web-based systems pose a quiz that comprises four
questions in every stage of three. When students answer the quiz, both systems
analyse the answer and give feedbacks to students. The feedbacks inform the
students whether their answers are correct, and if not, they will suggest the content
or explanation that the students need to read/learn. After the students access the
explanations (either in linear or nonlinear ways), they will proceed to the next stage
of the tutorial which is a new set of quiz. This process will be repeated three times
in both systems.

Back to the presentation and organisation of the explanations, the linear
navigation automatically presents the explanations to the students following the
pre-identified contents (they have been generated according to the answers of the
quizzes). On the other hand, the nonlinear navigation allows the students to navi-
gate the contents according to their own navigation paths. As shown in Fig. 1a,
students will be automatically presented with the explanations after they receive the
feedbacks. They can move from one content to another using the given next/back
buttons. When they have gone through the explanations, they will move to the next
stage of the quiz. Unlike the linear, the nonlinear allows the students either to
browse the learning notes independently or to simply move to next stage of the
quiz. This is represented by the dotted line in Fig. 1b.

Fig. 1 Linear and nonlinear
navigation of the Web-based
systems. a Linear navigation.
b Nonlinear navigation
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The study used a questionnaire as an instrument to measure the effects of linear
and nonlinear navigations. This questionnaire was adapted from Webster et al. [24].
The questionnaire comprised twelve items that specifically asked students about
their experiences interacting with computer systems as shown in Table 2. A five-
point Likert scale (1 is for strongly disagree and 5 is for strongly agree) was used in
the questionnaire.

3.3 Procedure

The experimental study was conducted online and in unsupervised mode. The
students who agreed to participate were given a URL (a Web link) to access the
materials. They were allowed to perform the tasks at their own convenience. Once
they accessed the Web link, an information sheet about the study was presented.
Then, they were asked about their consent to participate in the study by accepting
the given terms and conditions. After that, the students were randomly assigned to
either linear or nonlinear system using a binary random number generator. Then,
they were required to interact with the systems (answering the quiz and learning the
content). When they completed the task, the questionnaire was given to them. Their
interactions were logged, and if they had been inactive (no interactions such as
moving the mouse and scrolling down the vertical bar) for more than five minutes,
they would be logged off from the systems. This was done to protect the reliability
of the data in online and unsupervised experimental study.

Table 2 The questionnaire for the experimental study [24]

Aspects of engagement Questions

Control C1—When using IT-Tutor, I felt in control over everything

C2—I felt that I had no control over my learning process with
IT-Tutor

C3—IT-Tutor allowed me to control the whole learning process

Focus F1—When using IT-Tutor, I thought about other things

F2—When using IT-Tutor, I was aware of distractions

F3—When using IT-Tutor, I was totally absorbed in what I was
doing

Curiosity CU1—Using IT-Tutor excited my curiosity

CU2—Interacting with IT-Tutor made me curious

CU3—Using IT-Tutor aroused my imagination

Intrinsic interests I1—Using IT-Tutor bored me

I2—Using IT-Tutor was intrinsically interesting

I3—IT-Tutor was fun for me to use
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3.4 Results

The data of this study were analysed using SPSS (version 19). A reliability test was
conducted on the twelve items of the questionnaire. The Cronbach’s alpha coeffi-
cient was 0.774 suggesting that the data had relatively high internal consistency.
A normality test following Kolmogorov–Smirnov (K-S) was also conducted on the
data, and the result suggests that they were non-normal with p < 0.002 for all items.
This may due to small sample size of the study. As the data were not-normally
distributed, nonparametric tests were applied in the analysis.

Table 3 shows the mean scores for control, focus, curiosity and intrinsic interests
for both types of navigation. In terms of the control aspect, the students with the
nonlinear agreed that the navigation gave them control over the learning content.
Specifically, in question C2 that is “I felt that I had no control over my learning
process with IT-Tutor”, the students with the nonlinear WBL rated significantly
lower (2.51) than the linear students (3.15). The difference was statistically proven
by the Mann–Whitney U test (Z = −2.092, p = 0.036, p < 0.05). This suggests that
the nonlinear navigation gave the students higher level of control over the learning
content than the linear in the given WBL. However, the tests suggested that the
differences in the other aspects of engagement were not statistically significant.

4 Discussion and Conclusion

There are two important findings of this study. Firstly, it suggests that the linear and
nonlinear navigations had different effects on the students from the aspect of
control. Specifically, the students with the nonlinear navigation reported higher
level of control than the linear students during interaction with the WBL. Secondly,

Table 3 The means (standard deviations) for the linear and nonlinear aspect of engagement

Aspect of engagement Questions Linear (n = 33) Nonlinear (n = 39)

Control C1 3.52 (1.093) 3.95 (0.793)

C2 3.15 (1.176) 2.51 (1.374)

C3 3.45 (1.034) 3.77 (0.986)

Focus F1 3.45 (1.227) 3.10 (1.252)

F2 3.30 (0.984) 3.31 (1.080)

F3 3.48 (0.939) 3.67 (1.084)

Curiosity CU1 4.00 (0.707) 4.05 (1.075)

CU2 3.76 (0.902) 3.97 (1.063)

CU3 3.73 (0.944) 3.69 (1.004)

Intrinsic interests I1 2.52 (1.252) 2.54 (1.165)

I2 3.82 (0.846) 3.62 (1.016)

I3 3.82 (0.769) 3.79 (1.128)
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the students’ level of focus, curiosity and intrinsic interests was not affected by the
navigation types, in which they had similar level of the three aspects, respectively.

The findings of this study should be used with considerable caution due to
cultural differences. Further, educational policy and practices in Malaysia are dif-
ferent with other countries which can cause diversity in learning and differentiates
them from students of other countries. Lee et al. [27] found the effects of culture
and cognitive styles in hypermedia learning among Malaysian and Australian
students of higher learning institutions that can be associated with educational
practices of both countries. Perhaps understanding the cultural effects of the linear
and nonlinear navigations in WBL could be another research opportunity.
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Abstract This article presents a research concerning password management and
single sign-on for accessing Internet applications. Many Internet applications
require users to subscribe to their services and authenticate themselves through the
use of login credentials. The number of such applications is increasing exponen-
tially, which caused ineffective login credential management among users. This
study was conducted with two objectives (i) to identify how users manage their
usernames and passwords and (ii) to examine whether users see the benefits of
single sign-on. To achieve these objectives, a focus group interview was conducted
on students from a local university. The results of the study suggested that the
students did not practise proper password management. Further, it suggested that
single sign-on may not be the immediate solution to improve the students’
password management.
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1 Introduction

Password-protected applications are increasing rapidly these days compared to five
years ago. Nowadays, a typical user has more than five passwords that are used
frequently to access various Internet applications. This causes more challenges to
users to manage their passwords effectively, which is not easy due to human
memory limitation [1]. Hence, users will likely forget their passwords especially for
applications that they use occasionally. In order to cope with this issue, users resort
to insecure and poor password management such as writing down the passwords
and password reuse. These practices can be a source of attacks, and it is a serious
security threat [2] for both users and application providers. Hence, a mechanism
that improves this issue is highly needed.

Single sign-on (SSO) is one of them. It is a mechanism that allows users to access
a number of applications through the use of a pair of username and password [3].
Authentication is made by a third-party entity that validates users’ identity, which
benefits both users and Internet application providers. As SSO is a new technology,
many users are still not aware of its existence. Hence, this research aimed to identify
how users manage their user names and passwords and understand the role of SSO
among Internet users.

The remaining of this article describes the study in detail. Section 2 explains
literature pertaining password management practices and SSO. In Sect. 3, the
methodology for conducting the study is discussed. Then, in Sect. 4, the results are
presented. They will be discussed further in Sect. 5. The last section concludes the
article.

2 Password Management and Single Sign-on

The number of Internet applications with password protection is increasing. In
2007, it was reported that average users maintained 25 password-protected accounts
to access various Internet applications [4]. However, the average has shown a
substantial increase recently [5] which indicates the issue of managing passwords is
indeed critical.

This section discusses literature on password management practices and SSO as
one of the possible solutions to address this issue.

2.1 Password Management Practices

The most common login credential method for Internet applications is a combi-
nation of a username and password which is used to authenticate users [5].
Although many researchers suggested that the use of password is no longer a secure
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authentication method [6], it has been accustomed as part of many existing systems
and applications. Hence, the use of login credentials as an authentication method is
still feasible. Summers and Bosworth [7] highlighted some of the good practices
including the use of alphanumeric words consisting of six to ten characters, and
avoiding dictionary words as well as words that are related to ourselves. They also
highlighted security policy concerning password management such as frequent
changes of user passwords, restrict users from reuse the old passwords, just to name
a few.

However, users often practise poor password management. Tam et al. [8]
reported in their study that users know what a good password is and the conse-
quences of practising poor password management. However, they tend to practise
weak password management because they did not see the immediate negative
implications on themselves. Many researchers also agreed that users’ behaviours
can expose applications in the Internet to various security threats and attacks
[8–10]. Therefore, an approach that can help users to improve their password
management is highly needed.

One of the possible approaches is SSOwhich can be used to solve problems related
to multiple number of login credentials for accessing different applications [10].
The next subsection explains the SSO concepts.

2.2 Single Sign-on (SSO)

Hardy [11] analogised SSO as a “master key” that allows a user to get access to the
systems. Clercq [12] defined SSO as a way to allow users to access multiple secure
resources by authenticating themselves to an authentication authority once for all.
Authentication authorities are the trusted entities that manage and organise users’
credentials as well as access to the resources. Radha and Reddy [13] further clas-
sified SSO into three dimensions: (i) the type of networks that the SSO is applied
(i.e. intranet, extranet or Internet), (ii) the architecture of SSO implementation (i.e.
simple or complex), and (iii) the types of credentials (i.e. single or multiple) and the
protocols used for the implementation. Other names similar to SSO are single sign-
in (SSI), authentication and authorisation infrastructures (AAIs), privilege man-
agement infrastructures (PMIs) and identity management tools [11].

In general, there are three entities involved in SSO: users, application providers
and authentication providers. The basic concept of SSO is that users can use a
single login credential of their own to access multiple number of Internet appli-
cations by supplying their identity to authentication providers. Many leading
Internet entities, such as Google, Yahoo, Twitter, PayPal, MySpace and Facebook,
provide SSO services to public users to access external applications.

Although SSO has been used since distributed systems were started two decades
ago, it was limited to users within an enterprise computing environment. However, it
is gradually popular when the Web 2.0 was introduced. Within the social network
environment, many leading providers such as Facebook, Yahoo!, Linkedln,
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MySpace and Google provide the authentication services for both users and
application providers. Further, they also have higher chances to attract new users of
the social networking providers to use their applications or services. In general, the
SSO has eased the user identity management for both application providers and
users.

Within the Internet environment, SSO standards such as SAML Oasis [14] and
OpenID [15] have been proposed and developed by community groups. OpenID is
the standard that has been used by major social networking providers. It aimed to
provide users and application providers with secure cyber identity management.
Any Web entities can be an OpenID provider for free. It guarantees the security and
privacy of users’ passwords that they will not be revealed to the application
providers in any way. Some of the benefits of using OpenID for users are as
follows: (i) acceleration of login process of favourite websites, (ii) efficient main-
tenance of login credential, (iii) gaining greater control over personal cyber identity
and (iv) minimisation of security risks [15].

Apart from this, the standards that govern the implementation of SSO guaranteed
the security of users’ passwords, which makes SSO an efficient approach towards
identity and login credential management.

3 Methodology

Data for this research were collected through focus group interviews. It is a suitable
way for studying human behaviour especially in the area of human–computer
interaction. Data obtained from the study were qualitatively analysed and presented
in a descriptive analysis form.

3.1 Respondents

The respondents were recruited among undergraduate students of Universiti Utara
Malaysia who took the final-year project paper of information technology (IT)
degree programme. Students who enrolled in this course were encouraged to actively
participate in the school research projects as a way to expose them to research.
Eleven students (10 males and 1 female) participated in the study. The students
comprised 5 Malaysians, 5 Yemenis and 1 Russian aged between 20 and 23.

3.2 Materials and Procedure

A set of open-ended questions for the interview was constructed based on our
literature analysis of current and past studies concerning password security and SSO.
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The questions were divided into three parts as below: (i) demographic information,
(ii) password security practices and (iii) knowledge on SSO. The focus group
interviews were conducted in 3 sessions. Each session comprised either 3 or 4
students with a same facilitator for all the sessions. The focus group interviews were
conducted between forty minutes, in a room where the participants and the facilitator
sat in a circle facing each other. The facilitator posed the same questions to each of
the participants. The students took their turn to answer the questions, and they were
allowed to discuss the topic within the group. Light refreshments were also provided
at the end of the session. The focus group interviews were voice-recorded with
consent from the participants. The interviews were transcribed, and the analysis of
the data is presented in the next section.

4 Results

4.1 Access to Applications with Authentication

We firstly investigated the number of Internet applications with login credentials
(i.e. a user name and a password each) for authentication that the students
subscribed. In average, the students subscribed to five Internet applications. It
ranges between two to ten applications including emails (Gmail, Yahoo, Hotmail,
University email, etc.), social network sites (i.e. Facebook and Twitter), video-
on-demand, online shopping, file sharing and voice-over-IP applications.

4.2 Password Practices

We were interested to know how the students managed their usernames and
passwords. Hence, the facilitator asked the students on their techniques to
remember them. As expected, five of them reuse the same user names and pass-
words to access different applications. A student wrote his usernames and pass-
words on a piece of paper and saved them in his mobile phone, respectively. In
order to remember the password easily, a student used his best friend’s phone
number, his parents’ names, his pet’s name, his date of birth and his citizen
identification number, respectively. One student used his favourite movie titles for
passwords.

The facilitator further asked them whether the approaches they used for
remembering their passwords were working well. All of the students reported that
they had no problem so far.
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4.3 Techniques to Improve Password Management

The students were asked to suggest ways to improve password management
particularly for users with many login credentials. A student suggested the use of
biometric technology for authentication. Another student suggested the use of a
SSO mechanism.

Further, the facilitator asked the students concerning the feasibility of SSO. Ten
students thought that SSO is feasible to be implemented. Although SSO is feasible,
one student suggested that it is not suitable for banking and financial systems.

In terms of managing the SSO, the students suggested that the government
should play a role in initiating an independent and trusted body to manage SSO for
the citizen. Such body could be Malaysian Communications and Multimedia
Commission (SKMM), for example.

4.4 The Role of SSO and Students’ Awareness

In order to understand the students’ views regarding the role of SSO, the facilitators
first informed them the needs to have good password management. Then, they were
asked on the methods or strategies to secure users’ login credentials for Internet
applications. Majority of them suggested that Internet application providers should
strengthen their security protections. Only one student recommended that Internet
users should manage their login credentials properly by protecting and securing
them from other people. He also indicated that the use of different usernames and
passwords for different Internet applications is sufficient.

The facilitator further asked the students whether they know the existence of
SSO technologies that manage users’ credentials in the Internet. Four of the stu-
dents knew about it. The students who knew about SSO were further asked to
explain the basic concept of it. All of them were able to explain the concept
correctly. The students who knew about SSO anticipated that it is secure. However,
those who did not know about SSO thought that the technology does not provide
users with high level of security and privacy. The students also anticipated some
security weaknesses especially cybercrime involving identity theft and breach of
privacy.

5 Discussions

The previous section discussed the results of focus group interviews regarding
password management and SSO. Generally, we found that the students had used
minimum of two and up to ten Internet applications at one particular time. This
shows that many applications are now being online and users are required to
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authenticate themselves to get an access to these applications. Although authenti-
cation through login credentials can provide security protections, this has obviously
created another issue to users that is the challenge to manage a number of login
credentials at one particular time.

Managing a number of passwords is difficult. Users that have security precautions
in their mind might create strong alphanumeric passwords. However, if the number
of login credentials keeps increasing, users are more likely to face problems to recall
their passwords correctly especially for those that are used seasonally. This issue is
common due to the reason that human memory is limited in their capacity [9].
Hence, remembering a number of alphanumeric passwords is a great challenge
especially when the passwords have no relationships with other things or events in
their memory.

A quick and intuitive solution to this problem is users tend to practise techniques
that will ease them to recall those login credentials. Among those practices are
repeating the same login credentials in many applications, writing them on paper,
saving them on mobile phones and using easy-to-remember passwords. These are
among the practices that we discovered in this study.

We also found that the students were comfortable with their practices because of
two reasons. First, the practices helped them to manage their login credentials easily
with low chances of forgetting them. Second, they did not experience any security
issues as immediate consequences of their practices. These two reasons have made
the students think that their password management practices were adequate.

Further, the students thought that their practices have no security implications. In
reality, this could be a source that leads to security attacks to the Internet appli-
cations. Many Internet applications are securely protected through the use of
encrypted passwords. However, there are also some other Internet application
providers that have not implemented such security protections. When users repli-
cated passwords in both secure and unsecure applications, this will open a door to
hackers. Hackers can observe and analyse users’ passwords, capture the unen-
crypted passwords and use them to access the secure applications. This kind of
security attack does not affect the users directly; however, it does have impact on
the Internet application providers and their resources.

The interview also reveals that students have limited knowledge on SSO and its
current implementation. Some of them suggested that the government should play a
role in initiating centralised digital authentication systems. This could be beneficial
for local Internet applications. However, it is important to note that many users use
Internet applications hosted in other countries around the world. Hence, the gov-
ernment role is limited in this scenario.

It is interesting that the students have mix views in terms of SSO security. A
quarter of the students knew about its existence, and they were certain with SSO
security. In contrast, the students with no prior knowledge on SSO indicated that
SSO does not provide strong security and privacy protections. They also anticipated
that SSO implementation could lead to cybercrimes.

Another interesting finding is on the students’ thought that Internet application
providers should implement strong security protections for their applications.
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Through this thought, we can see that users highly rely on Internet application
providers to provide security protections. Users do not realise the importance of
their role in ensuring the security of the applications.

The main issue that should be taken into consideration is on users’ behaviours
and attitudes. Although Internet application providers implement all possible
security protections, they are still exposed to security attacks due to their users’
behaviours. In this case, the use of SSO is not a direct solution to this problem. This
is true when users still replicate their passwords for applications with SSO and
without SSO. The fundamental issue remains there and unresolved. In a nutshell,
SSO is a good solution to reduce the number of login credentials that users have;
however, it does not improve users’ password practices especially the behaviours
on password replication.

From the discussion in the preceding paragraphs, we highlighted some actions
that need to be taken to ensure that computing recourses pertaining Internet
applications are properly protected against security threats and attacks. The actions
include the following: (i) the need for users’ security education especially on proper
password management practices, (ii) the need for a security policy that enforces
secure password behaviours among users, (iii) the need for SSO implementation
and (iv) the implementation of alternative authentication methods other than login
credentials. It is suggested that the above strategies are implemented as a group of
actions rather than individually.

6 Conclusion

Weak password management among users could be a security threat for Internet
applications. Although Internet applications implemented strong security protec-
tions, their users’ password practices can be a source of security attacks especially
users who practise password replications. Passwords that are used for fully secured
applications can be easily captured by hackers. They can simply analyse or steal
passwords from the same user in unsecured applications.

The SSO implementation is a good solution to reduce the number of login
credentials that users have at one time. However, it is unable to improve users’
password management practices especially password replication. The only way to
this is through education and awareness programmes. This study would like to
emphasise that the core issues to this are users’ behaviours. Organisations and
governments should take part and play their roles to educate users.

The findings of this research also indicate the need to study the alternative
authentication methods that are more friendly to users than the existing multiple
login credentials. This could be an opportunity for researchers to explore a new
method for Internet authentication.
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The Relevance of Software Requirement
Defect Management to Improve
Requirements and Product Quality:
A Systematic Literature Review

Nurul Atikah Rosmadi, Sabrina Ahmad and Noraswaliza Abdullah

Abstract Software is an intangible computer’s component, and their requirements
are the greatest challenge to handle but yet the most important. In order to ensure
the requirements are in good quality, defect management is one of the promising
efforts to adopt. This paper aims to provide a literature review regarding defect
management for software requirements and the relevance of the defect management
to improve requirements and product quality. The paper is structured based on a
systematic literature review method which is constructed from significant questions.
The findings on the literatures show that many efforts have been done to improve
defect management effort in several stages of software development life cycle.
However, the efforts are scarce in the requirement engineering phase. This paper
provides a foundation study to pursue research in improving requirements and
eventually product quality through defect management.

Keywords Software requirement engineering � Defect management � Requirement
defects � Requirement negotiation � Requirement management and requirement
analysis

1 Introduction

Developing a reliable software system which fulfils various stakeholders’ needs is
never an easy task. It needs specific skills, wise decisions and structured plan. In
terms of requirement engineering which involve various stakeholders, the process
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of eliciting software requirements is crucial to ensure that the software developed is
based on the right and quality requirements. The efficiency of the elicitation process
and the quality of the requirements obtained depend on the approaches and tech-
niques used to elicit the requirements from various resources. Eliciting and ana-
lysing software requirements is a critical stage because defects originated in this
stage will propagate to the subsequent stages and therefore effect the entire software
development process. According to Boehm [1], the cost of fixing errors increased
exponentially, and in the later, the errors were detected in the development life
cycle because the artefacts within a serial process were built on each other. Also,
the average cost arose exponentially after the defects were detected because the
development continues upon an unstable foundation. This meant that there was a
possibility that the software being developed had been based on unwanted or wrong
requirements.

Besides, requirement engineering process basically mould the shape of the entire
software development life cycle as the process is concerned on determining the
goals, functions and constraints for software systems [2]. This is also supported by
Pandey et al. [3] as he stated in an article that requirement engineering process
covers the importance of the entire system and software development life cycle.
However, defects are inevitable since the interpretation of requirements from the
sources to the documents mostly based on natural language. Requirements are
usually communicated in natural language [4] which leads to several problems such
as imprecision, ambiguity, incompleteness, conflict and inconsistency [5]. These
take time to resolve. In industrial RE, natural language is the most frequently used
representation in which to state requirements that are to be met by information
technology products or services. The use of natural language to specify require-
ments has many benefits, although it also creates some problems. It was claimed [6]
that a major and well-recognized problem is the inherent ambiguity of natural
language. Ambiguity is a phenomenon [7], which straddles all three dimensions:
specification, agreement and representation. The level of ambiguity decreases when
the project is making progress and requirements become more complete, more
accepted and more formal. The problem is that there may be unconscious and
unrecognized ambiguity. According to an empirical study [6], ambiguities are
usually resolved over time without any effort on the part of the stakeholders. This is
a serious problem because the contextual knowledge of customers and software
developers usually differs. Thus, implicit assumptions are likely to be wrong when a
system is more complex. In addition, ambiguities that were not recognized were
likely to be misinterpreted more often [8]. However, the use of special languages
and notations may overcome some natural language weaknesses. One of the well-
known notations is the unified modelling language (UML) [9]. It uses a combi-
nation of graphical diagrams and words to capture software requirements. By
reducing the natural language scope, these formal languages reduce the ambiguities
that exist in natural language. To further reduce the ambiguities, mathematical
notations are used. The disadvantage of special notations or languages is that people
have to learn how to use and interpret them. This takes some time and effort.
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Even though there has been much research conducted to help practitioners
understand and improve the way requirements are specified and formulated, there is
still a large gap between the formal methods advocated by researchers and the
informality that dominates in industry. There are reasons why requirements are
initially specified in natural language [10]; it is the primary communication lan-
guage which is shared by the stakeholders, and many formal methods do not offer
support for the management and analysis of erroneous, incomplete or partially
specified requirements. Therefore, the research community should expect that its
use cannot be avoided. Hence, a prevention action to avoid, reduce or divert the
impact of erroneous in requirement statements would be excellent.

This systematic literature review will analyse and identify the relevance of
software requirement defect management to improve requirements and product
quality. The result of this systematic literature review exposed the importance of
defect management in preventing the defects, thus improving the product quality.

This paper consists of four sections. Following introduction, Sect. 2 describes the
review method used to produce the systematic literature view. Next, Sect. 3
describes the results of the review and Sect. 4 concludes the paper.

2 The Review Method

2.1 Introduction to Review Method

N. Salleh stated that a systematic literature review establishes a connection between
the existing knowledge and the problem to be solved [11]. This paper adopted a
systematic literature review method to systematically accumulate, organize, eval-
uate and synthesize all existing research evidence related to our research area in
order to provide testimony and confidence. It is all based on the previous research/
articles/journals by other researchers on the defect management effort in the area of
software requirement engineering. The systematic review has 3 steps: (1) planning,
(2) conducting and (3) reporting. Figure 1 provides more information on the
activities within the three steps.

In the planning phase, the objectives were identified as to discover defect
management for software requirements, to discover the role of negotiation as a
prevention action to handle defects in software requirement and to improve the
current approaches. In order to achieve the objectives, the review protocol was
established. The review protocol specified the questions to be addressed, the
database to be searched and the methods to be used to identify, assemble and assess
the evidence [12]. This is followed by the conducting phase in which the relevant
questions were sort out and prioritized accordingly in order to extract the right data.
Then, the studies were assessed and relevant data were synthesized. In the reporting
phase, all the relevant studies and significant data were reported accordingly.
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2.2 Research Questions

The questions were focused on to find the evidence on the relevance of defect
management in software requirements and their limitations. The research questions
are as follows.

1. Research question 1: “What is software requirement defect and does it exist?”
2. Research question 2: “How does defect management help to reduce requirement

defects and therefore improve requirements and product quality?”

Table 1 shows the relationship between the research questions and the research
motivations.

PLANNING PHASE
1. Identify the objective of the systematic literature review.
2. Develop systematic literature review protocol.
3. Find out relevant research questions.

CONDUCTING PHASE
1. Sort out the relevant research questions for the systematic literature 

review.
2. Search the primary studies based on the research questions.
3. Select the primary studies.
4. Extract the data.
5. Assess the quality of the primary studies.
6. Synthesize the data.

REPORTING
Report the systematic literature review. 

Fig. 1 Steps in systematic literature review

Table 1 Research questions and motivations

Research questions Motivations

RQ1 What is software requirement defect
and does it exist?

Discover the definition and types of
software requirement defects

RQ2 How does defect management help to
reduce requirement defects and
therefore improve requirements and
product quality?

Find out efforts to reduce software
requirement defects and improve
requirements and product quality through
defect management
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2.3 Search Strategies

After the research questions being finalized, the search process took place. The
sources of the search were digital libraries and databases which were searched
through search string and refining search string. The list of the digital databases is
the most popular and familiar databases to ease and broad the set of related search
papers. Below is the list of the digital databases that being used to search papers in
our study:

1. IEEE Xplore (ieeexplore.iee.org)
2. ScienceDirect (sciencedirect.com)
3. Springer (Springerlink.com)
4. Scopus (scopus.com)
5. Google Scholar (scholar.google.com)
6. Elsevier (Elsevier.com)
7. ACM Digital Library (dl.acm.org)
8. Cornell University Library (arXiv.org)

The search strings are based on the research questions and the keywords of the
research field such as software requirement engineering and defect management.
Search papers were using the title and author name. The search was limited by the
year of 1996–2014 including journal papers and conference proceedings. Language
for the search was limited to English only.

2.4 Identification of Relevant Literature

The search was based on the guideline to write the systematic literature review
constructed upon the research questions [13]. The listed research questions were
answered by the related works searched in order to find out the current finding on
the research title. The keywords from the primary studies or keywords that we
already known were used to find more articles related to the research. The synonym
words and alternative words related to the studies also applied in order to optimize
the related work search.

The general keywords that we used in searching the related articles or journal for
this systematic literature review were “systematic literature review”, “software
requirement engineering”, “requirement engineering” and “defect management”.
Narrowing the search, we also used the keywords “requirement negotiation”,
“defect”, “error”, “software problem”, “requirement elicitation phase”, “require-
ment elicitation” and “defect classifications”. The search was resulted in the various
reliable journals and conference proceedings covering issues in the software
requirement engineering defect management. In order to obtain as many citations as
possible, we also used library facilities as to access full-text articles to non-sub-
scribed databases such as Springer.
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Upon the completion of the searching process, we filter the findings and narrow
them to related works only. The next phase of review was based on the references
of relevant papers to the research questions, and the filtered papers were added to
the final list for further analysis.

2.5 Study Selection

Following the identification of relevant papers, a quality assessment was performed
to prevent bias, internal validity and external validity. Mendeley software package
for desktop and online (http://mendeley.com) were used to store and manage the
references. The inclusion and exclusion criteria are listed as in Table 2.

2.6 Significant Journal Publications in Research

In this literature review, we have included 30 primary studies that related to the
defect management in software requirement engineering. The distribution over the
years is presented to identify the interest of studies in this field (Fig. 2).

Table 2 The inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

• Focusing on software requirement defects to improve
software quality

• Tutorials

• Defect management • Studies not related to research
questions

• Software requirement quality and software requirement
engineering

• Studies that are unclear

• Empirical studies on defect management in software
development

• Systematic literature review

• Defect/error/faults classifications

Fig. 2 Graphical representation of number of studies involved

100 N.A. Rosmadi et al.

http://mendeley.com


3 The Review Results

In this section, we present the evidence of the related work search. The evidence
was based on the previous research articles, journals and books from other
researchers. The time limit for the search had been set to any time since we need to
discover as many results related to the defect management in requirement engi-
neering as possible. The online search was mostly done through Google Scholar.
The papers from IEEE database and Springer database were requested through
library service in Universiti Teknikal Malaysia Melaka.

The data from the paper being gathered were tabulated in a table based on the
research questions created initially. Almost 80 % of the references were searched
through Google Scholar, Science Direct, Springer, Scopus, Elsevier, ACM Digital
library, Cornell University Library and IEEE Xplore digital library. The other 20 %
are based on books, e-book and doctoral thesis. The primary data searches found
were too general and mostly related to defect in coding and other deliverables but
very scarce in requirements. Therefore, we narrowed the search to requirements and
also looked at negotiation as the mechanism to provide the prevention action.

There are two questions which focused to discover literature review on software
defect management in requirement engineering process. The data collected were
divided into 2 parts; defects and defects management.

3.1 Review Based on Research Questions

Research question 1: “What is software requirement defect and does it
exist?”
Defects usually referred to software defects which appear in the code of a software
system. A software defect is an error, failure or fault in software [14] that produces an
incorrect or unexpected result or causes it to behave in unintended ways. It is a
deficiency in a software product that causes it to perform unexpectedly [15]. Software
defects are expensive in quality and cost. Moreover, the cost of capturing and cor-
recting defects is one of the most expensive software development activities [16]. It is
even worst when the defects are originated from requirements. Software require-
ments are critically important because defects originated in requirement engineering
stage will propagate to the subsequent stages and therefore affect the entire software
development process. Defects in requirements exist in the requirement statements
usually presented in a requirement document.

A software requirement document is a formal documentation to record the
requirements following the completion of requirement engineering process [3]. It
also includes the identification of requirements and software and system require-
ment specifications. Eliciting requirements is crucial to determine the functionality
and constrains of the system to be developed. Dealing with multiple stakeholders
and sources, the interpretation of the requirements into a document has high
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potential to contain defects. It is especially so when the process involves human
factors which is reported to contribute 34 of the risks in the research of global
software development [17]. IEEE defined defect as fault or an incorrect step,
process or data definition in a computer program [18]. A defect is a problem that
occurs in an artefact and may lead to a failure [19]. Any blemish, imperfection or
undesired features in the product are defined as defect [20].

Definitions of defects and its acronyms are stated below [21], and it is consistent
with software engineering textbooks [12] and an IEEE standard [18]:

1. Error—defect in the human thought process made while trying to understand
given information, solve problems or to use methods and tools. In the context of
software requirement specifications, an error is a basic misconception of the
actual needs of a user or customer.

2. Fault—concrete manifestation of an error within the software. One error may
cause several faults, and various errors may cause identical faults.

3. Failure—departure of the operational software system behaviour from user-
expected requirements. A particular failure may be caused by several faults, and
some faults may never cause a failure.

Defects are always being mentioned to be appearing in the line of codes.
However, a study had discovered that defects found in software requirements are in
higher percentage compared to the defects in the line of codes [22]. In software
requirements, the defects that appear will propagate and affect the sequential stages
of software development life cycle. Requirement defects may appear in requirement
statements while transforming the stakeholder’s wish list into requirement speci-
fication document. Davis [23] and Yilmatzurk [24] came out with lists of quality
attributes. The quality attributes if read in reverse will give a list of requirement
defect types as presented in Table 3.

Table 3 List of requirement
defect types

Defect types Quality attributes

Infeasibility Feasibility

Imprecise Precise

Incomplete Complete

Winding Concise

Incorrect Correct

Misinterpret Interpretable

Externally inconsistent Externally consistent

Internally inconsistent Internally consistent

Unmodifiable Modifiable

Redundant Not redundant

Unorganized Organized

Unusable Reusable

Ambiguous Unambiguous

Incomprehensible Understandable

Unnecessary Necessary
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The list gives us an indication of qualities to achieve and at the same time the
defect types that might exist in the requirement documents. This can be a funda-
mental guideline to show the difference between requirement defects and software
defects. However, the types of software defects are not included in this paper.
Software defects are basically active in nature in which they can be detected and
removed during software run-time. Unlike requirement defects, the defect types are
passive and need to be identified from the requirement documents.

Referring to Margarido et al. [19], stated below is the list of requirement defect
classifications taxonomy. Types of defect that being mentioned to appear and
common in the requirement statements are as follows (Table 4).

The defects listed are understandably possible to be detected and removed from
the requirement specification document. In order to handle all defects listed in
Table 3, a complete document must be presented. However, in a notion to introduce
prevention action through negotiation, the defects are expected to be avoided during
the requirement elicitation process in which a proper requirement specification
document is not there yet. Therefore, this research has scope the list of defects to
comprehensibility, consistency, completeness, feasibility (resources and depen-
dency) and correctness. The list is already identified [25] to be feasibility exists in
the high-level requirement statement during elicitation process.

Research question 2: “How does defect management help to reduce require-
ment defects and therefore improve requirements and product quality?”
An early-stage defect analysis in software development can reduce the time, cost
and resources required for work [20]. The defects basically need to be identified,
addressed and later removed from the documents or any other deliverables to
improve overall quality. Therefore, defect management effort will be an excellent
attempt to perform those tasks. A study has been done [20] and suggested three
conventional defect prevention strategies which are product approach of defect

Table 4 Types of defects

Defects Explanation

Missing or incomplete The requirement is absent in document

Incorrect information The information contains the false requirement

Inconsistent The requirement is inconsistent with the overall document and in
conflict with another requirement that is correctly specified

Ambiguous or unclear Information or vocabulary has more than one interpretation

Misplaced The requirement information is misplaced either in the section of the
requirement specification document or in the functionalities,
packages or system

Infeasible The requirement is not implementable

Redundant or
duplicate

Requirement duplicate of another requirement or part of it already
present in the document

Typo or formatting Orthographic, semantic, grammatical error or missing word

Not relevant Unnecessary information or out of project scope
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prevention, process approach of defect prevention and automation of development
process [26].

Based on the above-mentioned strategies, this research is looking into the pro-
cess approach. The prevention will take place in the earliest stage of requirement
engineering process which is in requirement elicitation. At this stage, stakeholders
are communicating to solicit potential requirements for the system to be developed
and high-level requirement statement will be produced. Therefore, defect preven-
tion will commence to ensure defects that are not introduced into the requirement
statements. This effort will eventually improve the quality of software requirement
document. Requirements are the foundation of the software development process
which provides the basis for the costs and schedules estimation as well as devel-
oping design and testing specifications [27]. Therefore, requirement defect may
cause poor project management and estimation, the development of architecture
will be based on the wrong foundation, the design will be inappropriate, and the test
cases will be absolutely out of the picture. This is supported by Alves et al. [28]
who stated that many important decisions are made during the requirement engi-
neering phase in the software product line. Therefore, a good quality of require-
ments will eventually improve the product quality.

Even though prevention action is rather new in ensuring software requirement
quality, a study has been done and it is estimated that by using certain techniques,
15 % of all the requirement-related defects can be prevented [29].

Therefore, defect management plays an important role to identify, address and
remove the defects from the requirement statement. On the other hand, when
prevention action is adopted, the defect management effort is responsible to detect
the probability of defects occurring and avoid them altogether. Defect prevention in
defect management helps in reducing the requirements-related defect by preventing
the defects from occurring and it is eventually save the cost of rework to fix the
defects later.

4 Conclusion

Defect management is common to handle software defects, but in the area of
requirements, research on requirement defects is scarce. This systematic literature
review gives an insight into the relevance of defect management for software
requirements and the importance of it. The review revealed that defects in
requirement statement do exist and the types of the defects are different from
defects in the other phases in the software development life cycle. Since require-
ments are the first thing that a system development needs to deal with, this research
is promoting prevention action to the defect management. It helps in reducing the
requirements-related defects and saving the cost of rework in fixing the defects
later. Based on the evidence gathered from the review, there are many opportunities
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to improve the approach of defect management in order to produce better software
requirements. On top of that, defect classification and taxonomy can be developed
to provide traceability mechanism for better defect management.
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Finding the Effectiveness of Software
Team Members Using Decision Tree

Mazni Omar and Sharifah-Lailee Syed-Abdullah

Abstract This paper presents steps taken in finding the effectiveness of software
team members using decision tree technique. Data sets from software engineering
(SE) students were collected to establish pattern relationship among four predictor
variables—prior academic achievements, personality types, team personality
diversity, and software methodology—as input to determine team effectiveness
outcome. There are three main stages involved in this study, which are data col-
lection, data mining using decision tree, and evaluation stage. The results indicate
that the decision tree technique is able to predict 69.17 % accuracy. This revealed
that the four predictor variables are significant and thus should consider in building
a team performance prediction model. Future research will be carried to obtain more
data and use a hybrid algorithm to improve the model accuracy. The model could
facilitate the educators in developing strategic planning methods in order to
improve current curriculum in SE education.

Keywords Software team performance � Decision tree � Software methodology �
Personality types � Personality diversity � Academic achievement

1 Introduction

Teamwork is vital to encourage members to become more responsible and stimulates
collaboration and creative thinking [1], specifically in educational environment.
Furthermore, teamwork activities often enhance learning experiences [2] when
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members actively develop better relationships among them and thus improving team
performance. In completing certain tasks collaboratively, members inevitably
encounter differences and hence must adjust to realize their commonalities to suit
their learning objectives. This situation invites members to build the capacity to be
more tolerant in resolving differences and increase team dynamism. In addition,
learning to achieve consensus among members is a valuable lesson for them, as this
is one of the crucial parts of decision making in human life. However, finding the
effectiveness of software team members is a challenging task because it is dealing
with complex activity and tasks. Due to this, there is a need to ascertain relationships
of effective software team members in order to assist decision maker to form a
balance of team. Thus, this paper presents steps taken in finding the effectiveness of
software team members using decision tree.

2 Related Works

Among popular classification data mining techniques are logistic regression,
decision tree, artificial neural network (ANN), support vector machine (SVM), and
rough set. Decision tree is a classification technique used in predictive data mining.
There are various decision tree learning algorithms that can be used, such as ID3
[3], C4.5 [4], and CART [5]. Trees are usually represented graphically as hierar-
chical structures, thus making them easier to visualize and interpret.

Literature review indicated that decision tree was widely used in educational data
mining due to their simplicity and ease of visual interpretation, which enable the
researcher to identify interesting patterns for future analysis. Decision tree has been
widely used in predicting student performance [6–8]. Nevertheless, variables and
accuracy obtained by using this technique are varied. Fang and Lu [9], in their study,
showed that decision tree technique is able to obtain higher accuracy (83.3–85.9 %)
compared to linear regression (66.7–71.9 %) when predicting academic achievement
for engineering students. Nghe, Janecek, and Haddawy [10] also conducted com-
parative studies on technique to predict academic performance, indicating that
decision tree was more accurate compared to Bayesian network. Moreover, accuracy
of decision tree was increased from 71–73 to 93–94 % when the number of outcome
classes was reduced from four to two.

Al-Radaideh et al. [11] also achieved good prediction accuracy with 87.9 %
when using decision tree to predict suitable education track for students. However,
in respective studies, [12] and [13] received only 47 and 38 % prediction accuracy
when using decision tree to predict performance of students in higher education.
This shows that prediction accuracy of this technique is highly depended on nature
of data used in a particular study. It was noted that most applications of decision
tree are based on Waikato Environment for Knowledge Analysis (WEKA) tool to
analyze patterns of the available data sets, as this tool is freely available, thus saving
more time in analyzing data.
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3 Method

Guidelines from knowledge discovery in databases (KDD) [14] were used in this
study to uncover data patterns and provide useful knowledge derived from the data
collected. The three main stages involved in this study are as follows:

3.1 Data Collection

Empirical data from [15–18] was used in this study. The data set consists of 120
data sets collected during two comparison studies and one case study conducted in
an academic setting, where participants were software engineering (SE) students.
Four predictor variables were selected; this is based on the experiment results
carried out in [18]. The four predictor variables were used—prior academic
achievements, personality types, personality diversity, and software methodology,
whereas the outcome variable is team effectiveness. The descriptions of variables
selected are defined in Table 1.

Table 1 Description of predictor and outcome variables

Description of predictor variables used Category level

1 Prior academic achievements
– Refers to advanced programming (TIA1023) course that have

taken by the students before enrolling the software engineering
course

Grade A = 4
Grade B = 3
Grade C = 2
Grade DF = 1

2 Personality types
– Refers to Jung Myers–Briggs personality types [19], which are:
• Introvert (I) versus extrovert (E)
• Sensing (S) versus intuitive (N)
• Thinking (T) versus feeling (F)
• Judging (J) versus perceiving (P)

Introvert (I) = 1
Extrovert (E) = 2

Sensing (S) = 1
Intuitive (N) = 2

Thinking (T) = 1
Feeling (F) = 2

Judging (J) = 1
Perceiving (P) =
2

3 Team personality diversity
– The team personality diversity was determined based on [20].

In this study, diversity from 0 to 3 is considered as homogeneous,
while 4–8 as heterogeneous team

Between 0 and 8

4 Type of methodology
– Software methodology used by the team during their software

project, whether using agile methodology or formal methodology

Agile = 1
Formal = 2

Description of outcome variable Category

1 Team effectiveness (Q)
– Refers to grade achieved by the team assessed by the software

project client

Effective = 1
(TRUE)
Ineffective = 0
(FALSE)
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3.2 Data Mining

Data mining is a process of analyzing and discovering previously unknown and
potentially interesting patterns of available data [14]. Data mining plays an essential
role in this study to discover and represents patterns to the user in a human-
understandable form [14]. In this study, decision tree is selected because it is
inductive learning algorithms that include the following:

• Decision tree is able to analyze nominal and ordinal data.
• Decision tree is suitable for small data sets because it is free from data normality

assumptions and is suited for discovering knowledge derived from the empirical
data.

• Decision tree is faster to construct and easier to visualize.

Constructing the model using decision tree was relatively straightforward when
using WEKA tool. WEKA is a machine learning workbench that can be used to
apply decision tree algorithms to data sets. This tool was selected because the J48
class in WEKA tool represents function based on C4.5 [4] algorithm. It is a decision
tree algorithm commonly used for classification and is well suited for this study.
Figure 1 illustrates the steps in generating decision tree using WEKA.

Steps Output

Select data sets

Select classification 
decision tree algorithm 

• J48 (C4.5)

Evaluation
• Cross-validation

Generate decision tree

Prediction accuracy result

Fig. 1 General steps for applying decision tree using WEKA
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From the decision tree generated, rules can be constructed as shown in Fig. 2.
However, decision trees make rule generation rather complex [21]. In such cases,
additional tools, such as Wekatext2Xml, are used for generating the rules.
However, the decision tree generated in this study is simple, and the focus is on the
model accuracy; hence, no additional tool was required.

3.3 Evaluation

The third stage involved in this study is the evaluation of the patterns in data mining
stage. Cross-validation was chosen because the data set was too small to split into
training sets and validation data sets as recommended by [22]. In this study, the data
size was limited by the data collection time and the difficulty in obtaining accurate
data. For the purpose of evaluation the decision tree, cross-validation technique was
used to determine the prediction accuracy. The detailed results of decision tree
patterns and prediction accuracy are discussed in Sect. 4.

4 Results and Discussion

Decision tree provides a good visual representation that can help discover patterns
among variables when determining team effectiveness based on the location of the
variables. The pattern of decision tree in this study is illustrated using WEKA tool
and is depicted in Fig. 3. The decision tree shows the predictor variables and the
outcome variables. The predictor variables are represented their names in node form
and their splitting value. The outcome variables are represented by TRUE value
(indicating effective team), or FALSE value (indicating ineffective team).

In this study, prior academic achievement is represented by advanced pro-
gramming (gTIA1023) at the top of the decision tree, thereby indicating that this
predictor is the most significant attribute in predicting team performance. Team
members who obtained less than or equal to D grade (≤1) indicated ineffective team
membership. Therefore, all team members must achieve at least C grade (>1) for
them to be effective. The next important predictor is the type of methodology (type)
used by the team, which is either agile or formal methodology. This is followed
by a combination of team personality diversity (diversity) and personality types

Fig. 2 Example of rules generated from decision tree
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(jp, sn, tf). The patterns produced by applying the decision tree technique were
analyzed to discover the predictor combinations that contribute to effective team.

Overall, effective team must have all members with at least C grade in advanced
programming course (gTIA1023). The pattern generated shows that the combina-
tion of methodology type, team personality diversity, prior academic achievements,
and personality types plays significant role in determining the team effectiveness.
Moreover, the analysis indicates that the effectiveness of agile teams depends on
team personality diversity, whereby homogeneous team diversity was able to be
effective team. As described in Table 1, a homogeneous team refers to team with
less than four team personality diversity.

Among the formal teams, grade plays an important role in determining the team
effectiveness. For the team to be effective, it was observed that the team must have
members who scored at least B grade, indicating that it is difficult for weak students
to contribute to an effective team. In this context, a weak student is a student that
has not acquired sufficient knowledge and understanding of programming skills.
Therefore, teams working according to formal methodology do not encourage weak
students to explore or improve their programming skills. However, using agile
methodology, it is possible to have a combination of weak and advanced students in
a team and still able to achieve the stated goal in the project. This may indicate that
suitable training program can induce team members to perform better and thus can
work collectively.

Fig. 3 Patterns of team members effectiveness using decision tree
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In order to test the modeling, the k-fold cross-validation method was used to
validate the prediction accuracy of the decision tree technique. The result is illus-
trated in Fig. 4.

It is noted in Fig. 4 that there is evident fluctuation in the prediction accuracy.
The highest accuracy for k = 10 is 83.33 %, and the lowest is 41.67 % for k = 10.
The fluctuations of the accuracy values reflect that the training and test data sets
were not equivalent. Therefore, there is a need to use the average accuracy for each
fold. Accordingly, the average accuracy result by using decision tree is 69.17 %.

The results show that decision tree can only predict 69.17 % accuracy of the
team effectiveness. This is lower than prediction accuracy in [18] using rough set
technique. However, decision tree provides a good data visualization pattern and
shows important of each predictor variables to determine effective team. It is noted
that previous programming grade is a key predictor to ensure that team members
can interact effectively and thus can produce high-quality software. This result
consistent with other studies that demonstrates cognitive ability is significant to
determine students’ performance [7, 8, 23]. Software team must consist of members
that have good programming skills in order to assist other members to learn and
share knowledge among them. This study also clearly demonstrated that type of
training or intervention program is able to encourage team members to be effective.
A good training program can bring out human potentials which ensuring each of the
team members has equal chance to learn and perform better. Therefore, more
research is needed to be carried out in order to measure the effectiveness and
suitability of a certain training program.

This study also revealed that team personality diversity is one of the most
important predictor variables to determine team effectiveness. In teamwork envi-
ronment, diverse personalities of team members are required to promote creative

Fig. 4 Decision tree (C4.5) prediction accuracy using 10-fold cross-validation
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learning. This is because more ideas, suggestions, and opinion are generated during
the learning process and thus encouraging team members to have good coordination
and communication. Previous studies highlighted that extrovert members are most
likely to perform better compared to other personality types [24, 25]. However, in
teamwork, a balanced combination of personality types, introvert (I)–extrovert (E),
sensing (S)–intuitive (N), feeling (F)–thinking (T), judging (J)–perceiving (P), is
essential. This is because team dynamism is one of the key aspects for members to
interact and solve programming problems.

5 Conclusion

The results of data mining techniques using decision tree show that the four pre-
dictor variables, which are prior academic achievements, type of methodology,
team diversity, and personality types, are significant to predict software team per-
formance. Future studies will be carried out to collect more data in order to build a
reliable prediction model. The prediction model can be improved by integrating
hybrid algorithm techniques, such as fuzzy rough set, which may allow high pre-
diction accuracy to determine team effectiveness. The model could facilitate the
educators in developing strategic planning methods in order to improve current
curriculum for SE students when developing teams.
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Data Completeness Measures

Nurul A. Emran

Abstract This paper presents a review of the literature on data completeness with
the aim to learn the different forms of completeness measure proposed to date.
By learning the features of the completeness measures in the literature, an under-
standing of the similarities (and differences) of those measures will be provided, and
the gaps in the current completeness measure proposals will be identified. Definitions
of data completeness and comparison of several types of completeness measures
proposed to date will be presented. In particular, for each proposal, the definition of
the reference data set which is used in completeness measurement and the method
used to measure completeness are examined. This paper concludes by pointing out
the gaps in the current literature that will be addressed in the future work.

Keywords Data quality � Completeness � Population-based completeness � Data
completeness measures � Measuring completeness

1 Introduction

Data completeness is not a new problem as studies in data completeness can be seen
in the literature as early as 1970s. During this period, among scholars in the
database community [1–7] as well as among statisticians [8–11], the data com-
pleteness problem was well known as the problem of missing information.

The early work on completeness for the database community largely dealt with
the problem of representing missing values (as opposed to ‘empty’ or undefined
values) within the relational tables, where nulls were usually assigned for the
missing values in the tables [7]. Various representations of null have been used, for
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example, the @ symbol [12], ω [1] and the use of variables such as x, y and z [5].
About 14 manifestations of nulls have been identified in the ANSI/SPARC interim
report [7], but the two types of null that can be frequently seen in the literature are
(1) the unknown nulls, where the values are missing because they are unknown, and
(2) the non-existence nulls, where the values are missing because the attribute of the
relation is inapplicable. For example, the attribute ‘property owned’ of the citizens
in Rome city council records is assigned a null in the case where a citizen does not
own any properties.

The studies in completeness that deal with how to distinguish the types of null
just mentioned have been driven by the need to determine whether the completeness
problem exists or not. The presence of nulls is regarded as legitimate in the ‘non-
existence’ case but not the ‘unknown’ case. Therefore, if ‘non-existence’ nulls are
present, no completeness problems arise. But, the presence of unknown nulls sig-
nifies the existence of a completeness problem.

In order to distinguish the types of null, different representations have been
proposed for each. In 1986, Codd proposed different representations of nulls
according to their type, where the unknown nulls are represented by A (denoting
applicable, but absent), while I (denoting inapplicable) is used to represent the non-
existent nulls [2]. The work assumes that database administrators could provide the
information on both types of null and perform the updates (i.e. from I to A), which
could be a burden in cases where the volume of data is large.

Furthermore, distinguishing the types of null is not straightforward especially for
attributes which are not mandatory. For example, as every registered citizen must
have ‘nationality’ information, a null ‘citizen nationality’ attribute in a citizen
record means that a citizen’s nationality is ‘unknown’. However, it is hard to
distinguish whether the nulls that are present in the ‘property-owned’ attribute of
citizen records are ‘unknown’ or ‘non-existence’ as having a property is an optional
characteristic (rather than mandatory) for the citizens. In this case, additional
information is required to distinguish the types of null. For example, the ‘property-
type’ attribute might be referred to where, if the ‘property-type’ attribute has a
value, then a null in the ‘property-owned’ attribute is an ‘unknown’ (rather than a
‘non-existence’ null). On the contrary, if the ‘property-type’ attribute has a null,
then a null in the ‘property-owned’ attribute might be a ‘non-existence’-type null.

The early studies on completeness also dealt with how to evaluate queries where
nulls are present. One of the questions that arises in the query evaluation is, should
a query expression such as X > Y be evaluated as TRUE or FALSE if either X or Y is
null? Codd suggests the three-valued logic in treating a query expression involving
nulls where the MAYBE state is assigned for such an expression [12]. However,
Grant argued that the three-valued logic is only applicable for the unknown nulls
but not for the non-existence nulls, and he suggested that expressions involving the
non-existence nulls should be evaluated as either TRUE or FALSE only, as there is
no uncertainty (denoted by a MAYBE state) issue that arises for the non-existence
nulls [3]. In 1979, Vassiliou extended Codd’s work by introducing the four-valued
logic to distinguish both types of null using the denotational semantic [6] but, this
approach has been criticised by Zaniolo in terms of its computational cost, as for
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certain queries the cost could be high [7]. Perhaps, because there is no clear
consensus on the adoption of either the three-valued logic or the four-valued logic,
the two-valued logic remains a commonway to treat nulls in query evaluation in most
database systems today. In addition, no special symbols are used to distinguish the
type of null as the cells containing nulls in relational tables are usually left empty.

For statisticians, missing values have been regarded as a nuisance that could
prevent them from making reliable analyses. The focus of the studies in statistics is
largely deal with the effort to reduce the impact of missing values that appear in
statistical surveys or in questionnaire results. The missing values are usually
represented by responses like ‘don’t know’, ‘refused’, ‘unintelligible’, and the
difficulty to distinguish whether the missing values are legitimate or not has been
reported as one of the complexities in handling missing values [13].

Deletion of the entire records containing missing values has been identified as
one of the methods that has been applied to handle missing values in statistics.
By deletion, the missing values are ignored and excluded from the studies, causing
only the complete survey items to be retained in the studies. However, in the case
where the proportion of missing values is large relative to the number of items in a
survey, deletion of missing values is not always preferable as much valuable
information will be lost [11] and selection bias will be introduced. Thus, the
imputation method was proposed in which the values that are missing are substi-
tuted. Through imputation, no survey items will be discarded but we need to make
sure that the imputed values will not cause bias in the study. Statistical procedure
has been proposed in order to improve estimation of the missing values, where
studies conducted by Dempster et al. [9] have been recognised as the earliest work
that formalises an expectation-maximisation (EM) algorithm that is used to estimate
the missing values [13]. Imputation techniques which are based on maximum
likelihood (ML) and multiple imputations have been used to estimate the missing
values [13, 14].

The following are the studies in which completeness is a key factor in several
application domains:

• In biology, missing values in microarray data sets can be caused by experi-
mental faults such as when the measurements needed to derive the values cannot
be performed due to technical reasons [15] (i.e. the presence of dust on the slides
of the specimen or the probe may not be fixed properly [16]). Using complete
microarray data sets is crucial for scientists, as missing data points can hinder
downstream analyses, such as unsupervised clustering of genes, detection
of differentially expressed genes, construction of gene regulatory networks
[15, 17]. Imputation methods from statistical methods have been applied to
estimate the missing values so that analysis and scientific interpretation that rely
on the data sets can be performed. In studies conducted by Jörnsten et al. [18] a
new imputation method called LinCmb has been proposed to estimate missing
values in microarray data sets where the method is adaptable to the frequency of
missing values and to the distribution of the missing values in the data set
(whether the values are heterogeneous or homogeneous).
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• In the government sector, missing values in time series data affect the
measurement of the return premiums generated by liquidity differences in bonds
for US government notes and bond portfolios [19]. The EM algorithm as intro-
duced by statisticians (refer to [9]) has been used to estimate the missing values.

• In social sciences, missing values have been identified in surveys caused by
several factors such as lack of cooperation from the respondents, or the deletion
of inappropriate values in the survey [20]. Researchers in this domain study the
types of missing value based on the distribution of the missing values in the data
set. By identifying the types of missing value (i.e. generic/random, univariate
and monotonic), suitable techniques to handle the missing values are identified.
Statistical methods have been applied to impute the missing values.

The studies presented above deal with nulls (that are illegitimately present) in
order to produce reliable and complete analyses. Completeness has been defined as
the absence of illegitimate nulls in the studies presented in this section. To continue
exploring the meanings of completeness, in the next section, definitions of com-
pleteness as documented in the literature will be presented. Section 3 provides
details on the types of completeness measures drawn from the literature. Finally
Sect. 4 concludes the paper and highlights the possible future work.

2 Definitions of Completeness

A survey conducted by Wang and Strong showed that completeness is an important
data quality criteria for data consumers [21]. However, even though many agree
that completeness is important, a standard definition of completeness that can be
accepted by the people who are concerned about completeness is not available.
We extract a range of completeness definitions from the literature on databases as
well as on data quality, proposed from 1985 to 2009 as shown in Table 1, in order
to examine the various definitions of completeness.

Based on the definitions, it is found that the common question that arises is the
question of ‘what is missing?’1 and that there are several types of missing ‘units’
proposed. We can see in Table 1 some missing units appear in multiple definitions
(such as ‘value’, ‘tuples’ and ‘information’) and some missing units only appear in
a single definition of completeness (such as ‘elements’ and ‘contents’).

We can also see from the definitions that the ‘view(s)’ of ‘what is missing’ was
included by some researchers (notably [22–29]). For example, Fox et al. [24]
addressed missing values from the entity attributes view, while Wolf et al. [28, 29]
addressed missing values from the view of a tuple. As more than one view is
available, we know that completeness is a multi-dimensional concept that requires
some way to measure the missing units from the data set concerned.

1‘What is missing’ in every definition of Table 1 is in italics.
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Unfortunately, how completeness is measured was described by only some of
the studies that provide definitions of completeness (notably [23, 24] and [27]).
To learn how completeness is measured, we surveyed the literature where com-
pleteness measures were proposed.

Table 1 Definitions of completeness in the literature

Researcher Completeness definition

Ballou and Pazer [22] ‘All values for a certain variable are recorded’

Fox et al. [24] ‘The degree to which a data collection has values or all
attributes of entities that are supposed to have values’

Pipino et al. [27] Column completeness: ‘a function of the missing values in a
column of a table’

Wolf et al. [28, 29] ‘Let R(A1, …, An) be a database relation. A tuple t ∊ R is
said to be complete if it has non-null values for each of the
attributes Ai; otherwise, it is considered incomplete. A
complete tuple t is considered to belong to the set of
completions of an incomplete tuple t̂ [denoted C(̂t)], if t and t̂
agree on all the non-null attribute values’

Motro [30] ‘Completeness as constraints correspond to predicates whose
interpretation must contain all the tuples that represent real-
world relationships’

Li [25] ‘Query answer that could be computed if we could retrieve all
the tuples from the relations in the query’

Kahn et al. [31] ‘The extent to which data are not missing and are of sufficient
breadth and depth for the task at hand’

Wang and Strong [21] ‘Breadth, depth and scope of information in the data’

Jarke and Vassiliou [32] ‘The percentage of the real-world information entered in the
sources and/or the warehouse’

Motro and Rakov [33] ‘Measures of the true proportion of the information that is
stored’

Pipino et al. [27] Schema completeness: ‘the degree to which entities and
attributes are not missing from the schema’

Wand and Wang [34] ‘The ability of an information system to represent every
meaningful state of the represented real-world system’

Bovee et al. [35] ‘Having all required parts of an entity’s information present’

Naumann and Rolker [36] ‘Quotient of the number of response items and the number of
real-world items and also coverage, scope, granularity,
comprehensiveness, density, extent’

Pernici and Scannapieco [26] ‘The degree to which the elements of an aggregated element
are present in the aggregated element instance’

Ballou and Pazer [23] ‘Presence of all defined content at both data element and data
set levels’
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3 Measuring Completeness

Driven by the ‘what is missing?’ question and the types of the missing unit,
completeness measures are divided into the following types:

• Null-based completeness (NBC): the focus of the measures is on the ‘values’
that are missing from the data set under measure, where the missing values are
represented by nulls.

• Tuple-based completeness (TBC): the focus of the measures is on the ‘tuples’
that are missing from the data set under measure.

• Schema-based completeness (SBC): the focus of the measures is on the missing
‘schema elements’ (e.g. attributes and entities) from the schema under measure.

• Population-based completeness (PBC): the focus of the measures is on the
missing ‘individuals’ from the data set under measure relative to a reference
population.

A simple ratio method is usually applied to measure completeness [27] where
completeness of a data set under measure can be defined as:

completenessðD;RÞ ¼ ðD \ RÞj j
Rj j 2 ½0; 1� ; ð1Þ

where D is the data set under measure and R is the reference data set.
Within each proposal of completeness measures, the following characteristics

will be observed:

• the view(s) of ‘what is missing’ from the data set under measure (e.g. missing
values from a tuple view, missing tuples from a relation view),

• the reference data set used,
• how the reference data set is defined,
• the method used to measure completeness.

3.1 Null-Based Completeness (NBC)

The first proposal for a measure of NBC was made by Fox et al. [24]. In explaining
their completeness measures, they described a datum as a triple e; a; vh i, where v is
the value of the attribute a that belongs to an entity e [24]. Nulls were viewed from
two levels of granularity: single datum level and at data collection level. According
to the study, different granularity levels require different types of measurement. At
the single datum level, a binary measure was proposed which checks whether a
datum has a value or not. At the collection level, the study described the com-
pleteness measure as an ‘aggregate’ measure that computes the fraction of the data
that are null. The reference data set for this study is defined implicitly, which is a
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data set that has no nulls (where all attributes are mandatory). In this study, a null is
represented by an empty slot for v in each datum and all nulls under observation are
regarded as illegitimate.

Another NBC measure, by Pipino et al. [27] viewed nulls from the column level
of a relational table. ‘Aggregate’ measure is used by taking the ratio of the number
of nulls in a column of a table to the number of tuples in the column and subtracting
it from 1. In this study, the reference data set is defined implicitly from the column
under measure (i.e. it consists of a column with the same number of tuples, none of
which are nulls). The values from the column were treated as a bag (rather than a
set), where all individual null values are counted in the NBC measurement.

Ballou and Pazer [23], however, view NBC from a vector of ‘categories of data’
(e.g. teaching data, research data). Each data category is assigned with a weight that
shows its importance relative to the other categories. Each category consists of one
or more data sets, and by using the ‘aggregate’ measure, the aggregated com-
pleteness is computed to determine the overall completeness of the category. The
overall NBC has been defined as an aggregate function where the average of the
product of the individual category completeness measurements and their weights is
computed. An NBC measure called structural completeness was defined by the
authors to measure completeness of a data set, as shown below.

Structural completeness ¼ ðvalues that are recorded)
ðvalues that could have been recorded) ;

where the ‘values that are recorded’ are the non-null values in the data set under
measure, and the ‘values that could have been recorded’ are the reference data set
that has no nulls (where all attributes are mandatory). As in the measures by Fox
et al. (see [24]) and Pipino et al. (see [27]), the reference data set is defined
implicitly from the data set under measure. The authors suggest that different
granularities of views (such as an entire database, a table or a record) and different
formats of data sets (i.e. spreadsheet or file) can be supported within a category.
However, no further discussion has been provided on how the different require-
ments for NBC were treated.

Scannapieco and Batini [37] extended the NBC measures by introducing more
granularity levels from which NBC can be viewed (beyond the column level pro-
posed in [27]). Four granularity levels were introduced, namely the value, tuple,
attribute and relation levels. NBC is measured at each granularity level by the
binary measure (called as Boolean function) or by the ‘aggregate’ measure that
computes the percentage of the non-nulls within the data set under measure. The
reference data set was implicitly defined from the data set under measure, with an
assumption that the data set under measure should be free from nulls, which is
similar to the NBC measures presented earlier.

A study by Sampaio and Sampaio which was conducted in the context of Web
query processing also focuses on nulls (called missing instance values), but within
XML documents that are queried from a Web source [38]. Similar to the NBC
measures presented so far, ‘aggregate’ measure is used in this study where NBC is
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determined based on the information on the number of missing instance values
within the query results relative to the total number of instance values (which is the
reference data set). In this study, nulls were viewed from the query results (which is
the data set under measure), and the reference data set is defined implicitly from the
query results, with an assumption that the query results should be free from nulls.
The study, however, assumes that the Web source could provide information on the
missing instance values that may be supported by an established collaboration with
the Web sources (e.g. within the context of a cooperative Web information system
[39] and a shared workspace system [40]).

Naumann et al. [41] proposed an NBC measure called a density measure. Within
the context of a virtual data integration of multiple data sources, the notion of a
union schema that consists of the schema of relations (of all data sources) was used.
Each data source that takes part in the integration contributes one or more relations.
A universal relation was introduced, which consists of the union of relations of data
sources whose schemas are present in the union schema. The density measure is an
‘aggregate’ measure which is based on counts of non-nulls in the data set under
measure, viewed from attribute view, source view and query view. The density of
an attribute was defined as ‘the ratio of non-null values in the attribute to all values
in the attribute’. The density of a source was defined as ‘the average density of all
attributes that appear in the global schema’, while the density of a query was
defined as ‘the average density of all attributes that appear in the query’. Similar to
the other NBC measures presented in this section, the reference data set (that comes
from the universal relation) is implicitly defined as a data set that has no nulls (with
attribute(s) that is/are mandatory).

3.2 Tuple-Based Completeness (TBC)

Most studies on TBC have been performed within the context of the relational
model.

The TBC measure proposed by Motro and Rakov [30, 33] is not only useful for
detecting missing tuples, but it also helps to determine whether the tuples are
accurate. TBC, in their proposal, was viewed from a database level and is defined as
an ‘aggregate’ measure as follows:

Completeness(of the database relative to the real world) ¼ D \Wj j
Wj j ;

where D is the actual stored database instance while W is the ideal, real-world
database instance. From this definition, an important insight into completeness is
gained which is completeness can be affected by the presence of errors in the data set.
W in the definition represents not only a reference data set that is complete, but also a
reference data set that is accurate. Nevertheless, because W is very unlikely to be
acquired, the measure used the sample ofWwhich came from alternative databases or
judicious sampling (where the verification of the samples is made by humans) [33].
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Fox et al. also proposed a TBC measure (in addition to NBC) where, in their
study, a tuple is defined as a collection of triples e; a; vh i that belong to the same
entity (denoted as e), where v is the value for the entity’s attribute a [24]. The
authors stated that a tuple is missing if the triplet is missing entirely. An ‘aggregate’
measure is used to measure TBC, where the authors stated that the fraction of triples
that are missing from the ‘data collection’ is computed against the number of triples
in the data collection. The reference data set in this measure is the data collection;
however, no further description of how the data collection was obtained was
documented.

Naumann et al. proposed a TBC measure called a coverage measure (in addition
to the density measure as described earlier in Sect. 3.1) [41] which is an ‘aggregate’
measure. As in the density measure, the reference data set used in the coverage
measure is derived from the universal relation. TBC was viewed from the data
source level, where the coverage measure was defined as the ratio of the number of
records in the data source to the number of records of the universal relation.

Scannapieco and Batini dealt with TBC which was viewed from a relation level
[37]. Like other TBC measures presented earlier in this section, an ‘aggregate’
measure is used in which, the completeness of a data set under measure (a relation)
was defined as the ratio of the number of tuples it contains the number of tuples of
the reference data set (called a reference relation). By assuming the number of
tuples of the reference data set is known, this study extended TBC by proposing
ways to determine completeness of a data set under measure based on the
knowledge on the completeness of the relations from which the data set under
measure is derived (called defining relations by Scannapieco and Batini). This
extension of the TBC measure is particularly useful within the context where the
reference data set for the data set under measure is unknown or not available (that
prevents a TBC measure), and the information about the completeness of its
defining relations is available to determine completeness of the data set under
measure. Taking the example given by the authors, given that D is the data set
under measure, R1 and R2 are the defining relations of D, where D = R1 ∪ R2.
Consider further that the completeness ratio of R1 is 0.5 and the completeness ratio
of R2 is 0.5. In the case where R1 and R2 are disjoint, completeness of D is defined
as the sum of the completeness ratio of R1 and R2, which is equal to 1.

However, the extension to TBC proposed by Scannapieco and Batini may
introduce TBC measurement complexity as knowledge about how those defining
relations are related (i.e. overlap or disjoint) and about how the data set under
measure is derived from the defining relations (i.e. through union, intersection and
Cartesian product operators) is required. In addition, we also need to know whether
the same reference data set is used to measure completeness of the defining relations
or not, as how TBC is determined for the data set under measure is not the same for
both cases. For example, if different reference data sets are used to measure com-
pleteness of R1 and R2, completeness of D cannot be determined by simply adding
the completeness ratio of R1 and R2, even though R1 and R2 are disjoint.

In a study of TBC by Fan and Geerts, the notion of master data was used as the
reference data set in determining TBC from the view of a query level [42]. The
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authors stated that if a query is submitted against the reference data set, the result of
the query (which is a set of tuples) is complete. The study addressed the problem of
determining TBC for queries submitted against a database that consists of not only
the tuples that fully overlap with the reference data set but also other data sets which
may be incomplete. Nevertheless, this study does not attempt to compute how many
tuples are missing from the query answer (which is the data set under measure), but
rather it defines the characteristics of queries that will yield complete answers based
on the information of the queried data sets. TBC is not measured based on a
mathematical equation such as the simple ratios, but is determined based on the
evaluation of the content of the queried data sets and the queries.

3.3 Schema-Based Completeness (SBC)

SBC is called ‘model completeness’ by Sampaio and Sampaio who defined it as
‘the measure of how appropriate the schema of the database is for a particular
application’. From an XML point of view, Sampaio and Sampaio defined SBC as
the number of missing attributes relative to the total number of attributes [38]. The
definition of SBC given by Pipino et al. states that SBC is ‘the degree to which
entities and attributes are not missing from the schema’ [27].

Both definitions tell us that the SBC measures are the ‘aggregate’ measures,
where attributes and entities are the views from which SBC can be assessed. For
SBC proposals, there is a notion of database schemas with complete entities and
attributes that are used as reference, but the details of how SBC is actually measured
in practice are missing from the literature. Another limitation of the SBC literature
is that the explanations of where these reference database schemas come from and
how they are defined are missing.

3.4 Towards Population-Based Completeness (PBC)

To the best of our knowledge, the first recorded use of the term ‘population’ in
connection with completeness is in a proposal by Pipino et al. [27]. The authors did
not provide a formal definition of the PBC measure, but hinted at the presence of
this useful concept through an example. In the example, the authors stated that ‘if a
column should contain at least one occurrence of all 50 states, but only contains 43
states, then we have population incompleteness’ [27]. From the example, we
observe that there is a data set under measure (from state column) in which its
completeness is determined by the number of missing ‘individuals’ (the states) from
a ‘reference population’ (a set of 50 states). There is a notion of reference popu-
lation that is used to represent a population that consists of complete individuals.

Another example, provided by Scannapieco and Batini regarding Rome’s citi-
zens [37] might represent a form of PBC. This is because there is a notion of a
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reference population, which is a citizen population based on the personal registry of
Rome’s city council, and the data set under measure that consists of a set of Rome
citizens derived from a company that stores Rome citizen information for the
purpose of its business (in which its completeness is of concern). Based on the
literature, we say that two elements must be present for PBC measurement which
are the data set under measure and the reference population.

However, details of how PBC measurement is made in practice are missing from
both proposals, especially in terms of how the reference populations are acquired
and used. The elaboration of the concept of PBC therefore remains an open
question for research in terms of the current literature.

4 Conclusions

This paper provides background on studies that deal with completeness (e.g. in the
database community and in statistics), with some examples of completeness
problems in several application domains. We surveyed definitions of completeness
with the aim of learning the common question that arises from the definitions and
the views from which completeness has been considered. Based on the ‘what is
missing?’ question (that is found to be the common question asked), several types
of missing ‘units’ (i.e. values, tuples, attributes) are present. We set to observe
several characteristics of completeness measures proposed in the literature such as
the view(s) of ‘what is missing’ from the data set under measure, the reference data
set used, how the reference data set is defined and the method used to measure
completeness. From the survey of completeness measures we conclude that:

• Given the missing ‘unit’ of concern, a data set under measure can be viewed at
different granularity levels (i.e. tuple level, relation level and source level) and
an ‘aggregate’ measure is the most common method used to measure com-
pleteness. Most of completeness measures are objective, mathematical measures
but only some of the measures provide a formal definition of the completeness
measure formula (notably [23, 30, 37, 41]).

• Every measure requires a reference data set, that is, considered to be complete.
However, in most studies, the reference data sets have been assumed to be
available and we cannot learn much from the literature about how reference data
sets are defined or acquired. Motro and Rakov [33] pointed out the fact that a
true reference data set is difficult to construct and suggested one method based
on judicious sampling of alternative databases. While this could be a sensible
way to address the complexity of establishing a reference data set, no details
were provided about how the sampling can be done.

• For NBC, a separate reference data set is unnecessary as it can be determined
from the data set under measure itself, where the reference data set has been
implicitly stated in most completeness measures of NBC. Most other com-
pleteness measures, however, require reference data sets that are separate from
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the data set under measure. While the need for a reference data set in com-
pleteness measures has been clearly stated in the completeness measure pro-
posals, the complexity of acquiring (or providing) the reference data sets needed
in completeness measurements has not been addressed by those proposals, either
for reference data sets that are separate from the data set under measure or for
reference data sets that are retrievable from the data sets under measure.

The gaps in the completeness literature, as stated above, can be seen for com-
pleteness measures of all categories. However, we found that the study of PBC is
very limited as compared to other categories of completeness measures. Yet, we
expect that PBC has much more to offer than its limited coverage suggests.
Therefore, defining the meaning of PBC and exploring its contribution in measuring
completeness are among the questions that we have explored in our earlier work
(see [43–46]). Nevertheless, studying the practical issues (in PBC and other forms
of measures) that might arise in acquiring (or providing) reference data sets, and the
ways to deal with those issues remain open problems in data completeness studies,
which will be addressed in our future work.
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Cloud Computing: A General User’s
Perception and Security Awareness
in Malaysian Polytechnic

Siti Salmah Md Kassim, Mazleena Salleh and Anazida Zainal

Abstract Cloud computing (CC) is a computing model in which technology
resources are delivered over the Internet. Nowadays, it has becoming one of the
most popular tools used in educational institutions. The salient features of CC can
be exploited for both teaching and administration purposes. This paper aims to look
into the acceptance of CC in Malaysian polytechnics (MP) and identify areas that
need improvement in terms of awareness. To achieve this aim, related papers in
cloud computing were reviewed so as to evaluate the extensiveness of the imple-
mentation of CC in MPs. A survey was conducted among polytechnic lecturers.
The results of the survey were analyzed, and it revealed that there is positive
acceptance of CC in MPs in terms of readiness and perception. However, there is
still a lacking on security awareness. Therefore, improvement in terms of creating
security awareness among the polytechnic lecturers and strengthen the knowledge
on cloud among lecturers are needed.

Keywords Cloud computing � Education � Malaysian polytechnic � Readiness �
Security awareness

1 Introduction

In 2010, the Ministry of Higher Education (MOHE) has implemented a trans-
formation plan in the technical education system, which was conducted by
Polytechnic EducationDepartment [1]. One of the objectives thatMOHEhas outlined
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is to enhance the teaching and learning (TnL) using technology. Such enhancement
will provide more suitable education for the new generation. In other words, it is
essential for MPs to provide high-quality of education and qualify students for the
challenges of twenty-first century. In other word, it is essential for MPs to provide
high-quality education and equip student for the challenges of twenty-first century
learning [2]. Recently, CC is introduced as existing facilities which can supply on
demand and availability of data access anywhere at anytime [3]. According to
National Institute Standard and Technology (NIST), CC is a model for enabling
ubiquitous, convenient, on demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage, applications, and services) that
can be rapidly provisioned and released with minimal management effort or service
provider interaction [4]. CC offers services that can be grouped into the following
categories as shown in Fig. 1 and provides familiar tools such as email and personal
finance to new offerings such as virtual world and social networks [5, 6].

Nowadays, there are few universities in United States and Canada already
adopted CC in their institution. As the result of implementing CC in their institu-
tions, they save a lot on software licensing and outsourcing their email services. CC
also effectively implements collaborative learning for students at different places
and shares resources among its numerous campuses and colleges [7]. However, in
Malaysian education CC is sparsely implemented [8]. Malaysian Universities (MU)
focusing on the services availability, accessibility and management of the infor-
mation activities inside MU [9]. The main hindrance for adopting CC is the large

Fig. 1 Cloud computing services
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number of student’s data and information [10]. Compared with MP, student’s data,
research data, and educational materials are not as much as MU. But how can MU
adopt CC? What about the acceptance of CC? These are the questions that will be
answered through this paper.

The rest part of this paper that includes literature survey on CC adoption will be
described at Part II, and Part III will elaborate on issues on adopting CC in MP, Part
IV will reveal the methodology to conduct this study, and then, Part V will focus on
questionnaire evaluation, and Part VI will talk over the result and findings and lastly
conclude with the future work.

2 Literature Survey on CC Adoption

Moving toward in tandem with the MOHE vision, MU and other higher education
institution have to keep invent the TnL method to suit with new students era. For
Malaysian case study, as mentioned in paper [9], there is numerous benefits that CC
can offer MU and also the challenges that MU might face to realize CC imple-
mentation. Security once again addressed as the prior concern in implementing CC.

This claim supports by another paper that also identifies security as one of the
main reasons on rejection of CC in university administration [8] as shown in Fig. 2.
As the conclusion for this part, there is a positive acceptance of CC in education
institution, but security awareness must be the priority concern to make sure that
CC can be implemented in Malaysia successfully. Next part will discuss more about
how CC can stimulus MP in adopting that technology in TnL.

Fig. 2 Malaysian higher education case study
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3 Cloud Computing and Malaysian Polytechnic

Even though the education sector continues to receive largest rates allocation when
the government provides 21 % of the total budget in 2014, very limited amount
allocated among 33 MPs. A total of 789 million ringgit to ensure provision of all
government agencies could be spent more effectively [11, 12]. As mentioned before
in Part I, MP is not as big as MU. It can be seen from the number of students and
also the courses offered by MP compared to MU. Due to this reason, only limited
budget allocated for MP. To overcome the limited budget, MPs can adopt CC to
reduce the expenditure on hardware and software for teaching and learning and also
administration usage. Pay-as-use service will help in reducing the expenses cost to
buy more server or personal computer every year and also help in maintenance and
upfront cost to run the system on cloud. Parallel with government wish for going
green [11], CC allows reducing the consumption of the unused resources; thus,
users of CC significantly reduce the carbon footprint [5]. MP can take the advan-
tages of the ready-made applications hosted on robust and dynamic cloud such as
email, word processing spreadsheet, collaboration, and media editing. Simplify the
method on licensing, installation, and maintenance of individual software also
tempted MP to adopt this technology [9, 13]. In order to achieve this goal to adopt
CC in MP, this study wants to share the general user acceptance in MP and also the
issue on security awareness through survey conducted on the next part.

4 Methodology

This research could be able to envisage the actual situation currently in adapting CC
in MP. It focuses for the readiness of all lecturers in MP before CC could be
implemented successfully.

4.1 Objectives

There are two main objectives for this study:

(i) to know the general knowledge among MP’s lecturer about CC.
(ii) to gain the idea of the level security awareness among MP’s lecturer while

using CC.

4.2 Data Sampling

This sample was picked randomly. From 150 questionnaires have been distributed,
only 45 returned by lecturers and the rest from different categories such as student,
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non-academic staff, and others. Also because of restricted geographical area and
time limitation, only five northern polytechnics were successfully collected to
complete this initial study. In order to meet the objectives of this paper, that is to
know the general knowledge among MP’s lecturers about CC and to gain the
security awareness level among them, we will only focus on the response from the
lecturers. They are the key in implementing this technology in Teaching and
Learning (TnL) environment.

4.3 Data Gathering

The study for this work was conducted by using survey question. 45 respondents
from five different northern Malaysian polytechnics’ (Politeknik Sultan Abdul
Halim Muadzam Shah, Jitra-POLIMAS; Politeknik Tuanku Sultanah Bahiyah,
Kulim-PTSB; Politeknik Tuanku Syed Sirajuddin, Perlis-PTSS; Politeknik Balik
Pulau, Pulau Pinang-PBU; and Politeknik Seberang Perai, Pulau Pinang-PSP)
lecturers were successfully collected. Refer to Table 1 for details about the data
gathering, and next part will discuss about questionnaire evaluation.

5 Questionnaire Evaluation

The questionnaire has four different components:

(i) Part A: the background of information of the despondence which includes
gender, age, role in institution, domain major, and experience in the institu-
tion. Table 2 shows the details.

(ii) Part B: general perception or knowledge about CC. For Likert scale score,
refer to Table 3.

(iii) Part C: the security awareness using CC. For details refer Table 3.
(iv) Part D: respondents give open comments on security awareness. This part will

be used as the suggestion to CC user on security awareness.

From Table 2, the ratio between male and female respondents was 42.3:57.7.
About 55.6 % respondents in the age of 22–35 and compare to another group from
age 36–58 for 44.4 %. From 45 respondents, 42.4 % are from ICT background and

Table 1 Data collection Polytechnic State No. of collection

POLIMAS Kedah 8

PTSB Kedah 14

PSP Penang 5

PBU Penang 8

PTSS Perlis 10

Total 45
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the rest are administration 6.7 %, electrical engineering 13.3 %, mechanical engi-
neering 15.6 %, business faculty 8.9 %, hospitality also 8.9 %, and others like those
who currently on study leave with floating status are 4.4 %. Last part of the
demography shows related to the experience of respondent regarding their service
at respective MP. Most of them have 6–10 years, 48.9 %, followed by 37.8 % who
have more than 10 years experience, and only 6 respondents who have the expe-
rience of 2–5 years.

The items also can categorize into four groups that is perception, readiness,
knowledge, and security awareness. Figure 3 shows details about the category. This
category identified based on their response in the questionnaire. These four

Table 2 Part A: demography of respondents

Respondence profiles Frequency Percentage (%)

Gender

Female 26 57.7

Male 19 42.3

Age

≤21 – –

22–35 25 55.6

36–58 20 44.4

>59 – –

Major of your expertise at the institution

Administration 3 6.7

Civil engineering – –

Electrical engineering 6 13.3

Mechanical engineering 7 15.6

Information and communication technology 19 42.2

Business faculty 4 8.9

General studied faculty – –

Hospitality 4 8.9

Others 2 4.4

Years of the experience at the institution

<1 year – –

2–5 years 6 13.3

6–10 years 22 48.9

>11 years 17 37.8

Table 3 Likert scale Score Description

1 Strongly not agree

2 Not really agree

3 Agree

4 Strongly agree
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components help researcher to identify the extensiveness of the technology
implemented in one institution [8–10].

This instrument was tested using Statistical Package for Social Science (SPSS).
To see the reliability of the question, all 31 questions were tested using Cronbach’s
alpha method. According to the value of 0.951 of Cronbach’s alpha from Table 4,
the questions have been answered and understood well by the respondents. This
value also indicates the questions considered reliable. After evaluating the instru-
ments, next session will discuss about the result analysis from this study.

6 Result and Analysis

Table 5 listed the mean value for each items in questionnaire. By using Table 6 to
determine the mean value, three indicators have been used. From SPSS calculation
for Likert scale, it represents low from mean 1 to 1.33, moderate from 1.33 to 2.66,
and high from 2.67 to 4. As shown in Fig. 4, mean value consists of two part, high
(>2.67) and moderate (1.34–2.66).

For perception and readiness, the mean value shows high value in range of 2.67
till 2.96. There are seven items for perception and three for readiness. With this
value, we can assume there is positive response from MP lecturers in terms of
perception and readiness toward accept and adopt CC in their institution.

However, there is still lacking for another part. The moderate mean value
revealed something related to the knowledge and security awareness among the MP
lecturers. Some of the lecturers need to improve their knowledge regarding CC, and
then, they can alert the security awareness that associated with it. The highest mean
value shows in perception category. It has a 2.98 score for mean value which shows

Fig. 3 Category for items/variables that used in questionnaire

Table 4 Reliability of the questionnaire

Cronbach’s alpha Cronbach’s alpha based on standardized items N of items

0.951 0.951 31
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Table 5 Result from questionnaire: mean

# Items Mean

B1 Already know about the cloud computing 2.44

B2 Know how cloud computing works 2.16

B3 That cloud computing bigger than the Internet 2.23

B4 Cloud computing give benefits Malaysian education especially for
polytechnic and community college

2.93

B5 Have practical experience of cloud computing 1.67

B6 Know the cloud computing deployment models 1.77

B7 Have an idea about cloud computing service model 1.67

B8 Ever used Google Docs 2.29

B9 Google Docs can change the sharing setting with others 2.2

B10 That Google Drive have good and secure and sharing services 2.18

B11 Know about Microsoft Azure, Amazon EC2, Rackspase, Google Compute
Engine

1.56

B12 Know about AWS Elastic Beanstalk, Win Azure, Heroku, Force.com,
GoogleApp Engine

1.51

B13 Used the same password that been used in GoogleDocs for online application 1.56

B14 Already have Google Drive application 2.22

B15 Used the share settings in Google Docs when sharing documents or data with
anyone

1.89

B16 Agree cloud computing will help in preparing the effective teaching material
by using the application tools provided

2.42

B17 Agree cloud computing driving down the infrastructure for hardware and
software cost

2.67

B18 Cloud can increase interoperability between disjoint technologies within and
between institutions

2.76

B19 Cloud computing can allowed paperless in workload sharing 2.89

B20 Cloud computing can enabling green computing 2.87

B21 Cloud produce elastic and flexible repository 2.96

B22 Cloud computing will removing the admin burden allows educational
facilities to concentrate on their core business and be more productive

2.62

B23 Cloud computing allowing free access applications and other useful tools 2.76

C1 The sharing resources is risky 2.42

C2 The repository of your institution contains confidential data 2.53

C3 Use network/Internet (email or etc.) to share important with someone in your
institution

2.8

C4 Put the password to document/data before share it on network or Internet 2.64

C5 Share private and confidential document on network/Internet 2.24

C6 Sharing in network/Internet easier than use the external/USB hard disk 2.93

C7 Cloud computing can make this sharing extra benefits 2.91

C8 Documents or data that keeps in cloud computing is always safe 2.4
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that respondents agree that CC can support the flexible and elastic repository. For
the lowest mean value it shows in knowledge category which is 1.51.

This study also found out some respondents not really familiar with CC. They do
not have basic knowledge about CC as shown in Table 7. This part consists of the
open comment from respondents. From the respondents’ comment, it shows that
they more concern about the safety of the data that are sent to cloud in terms of
privacy, reliability, and authentication. This is the common issue for any researcher
and programmer keep invention the latest idea and method to overcome this issue,
but we need to remember, sometimes user is the key to be saved. The user or the
people who use the system or application should be educated to practice the most
secure procedure in security awareness. Some guidelines or models can be pro-
posed to educate the user. Generally, this study finds out that there are two groups
of the respondents. One group knows about the CC and ready to accept this
technology in their TnL, but the another group still doubts on security and not so
familiar with CC. Both groups need to work together if they wanted to realize the
acceptance of CC in MP environment.

Table 6 Indicator of mean
value

Mean Indicator

1–1.33 Low

1.34–2.66 Moderate

2.67–4.00 High

Fig. 4 Mean value for variables

Table 7 Part D: comment from respondents

# Respondent Comment

R3 Always make backup for the data and set certain level for user

R10 Do not clearly understand the concept of CC

R47 Make extra storage

R63 Frequently change the password and do encryption

R125 Use encryption technique before end of receiving data or document
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7 Conclusion and Future Work

CC can be a tool to enhance the current application that has already implemented in
polytechnic transformation plan in future such as e-learning and blended learning.
However, this only can be realized if CC is widely accepted in the institution.
Therefore, the output from this study can be used as an aid for proposing a new
model or guideline to guide lecturers to be more familiar in using CC. It can also
help MOHE to take a first step how to adapt CC in the teaching environment and at
the same time absorbing all the benefits from CC such as data elasticity, cost-
effective, and distributed management system. All of this can substantially reduce
their workload. The exposure among lecturers and students can help in expanding
the technology in MP and Malaysian education generally.
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The Correlations Between the Big-Five
Personality Traits and Social Networking
Site Usage of Elementary School Students
in Taiwan

Ying-Chun Chou and Chiung-Hui Chiu

Abstract The Big-Five personality traits may influence people’s usage of social
networking sites (SNSs), and that of children may not be the same as adolescents or
adults. This study investigated the relationships between elementary school stu-
dents’ personality traits and their usage of SNSs. Two hundred and forty 6th graders
in Taiwan were involved in this work. The results indicated there were no gender
differences in students’ SNS usage. Extraversion had a significantly positive rela-
tionship with SNSs’ usage for sharing, branding, monitoring, and learning.
Emotional stability had a positive correlation with using SNSs for relaxing.
Learning was the most frequent activity carried out on SNSs among the elementary
school students examined in this work, and few of them used such sites for
expressing, branding, sharing, or organizing.

Keywords Elementary school students � Big-Five-factor model � Social
networking site � Personality traits � Online usage

1 Introduction

1.1 Background

In recent years, a number of scholars have worked to facilitate personalized learning
experiences by using social networking sites (SNSs), such as Facebook, while
many educators have also attempted to integrate such sites into K-12 learning
programs. Related research has investigated designing student-centered pedagogies
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with SNSs [1, 2], examined the use of such sites for academic purposes [3], and
analyzed the student-to-student interaction patterns that occur on them [4], or the
effects of using SNSs on learning outcomes [5] and friendship [6]. Researchers have
also explored various factors that affect SNS usage, such as the user’s personality
[7], gender [8], age [9], cyberasociality [10], and so on. Many researchers have
found that people’s personality traits affect their SNS usage, with the so-called Big-
Five personality traits being good predictors of this [8, 11]. While these studies
have focused on adolescents and adults, not much attention has been paid to ele-
mentary school students. Furthermore, we should not assume that children use
SNSs in the same way as teens or young adults do [12]. Therefore, the relationships
between the personality traits of the elementary school students and their SNS
usage behaviors should be investigated in more detail, as the findings could serve as
a valuable and reference in the design of more personalized learning courses and
websites for such students.

1.2 Purpose and Questions

The primary aim of this study was to investigate the correlation between Taiwanese
elementary school students’ SNS usage and their personality traits of extraversion,
openness to experience, emotional stability, conscientiousness, and agreeableness.
The following research questions guided this work:

• Are there any significant correlations between students’ SNS usage and their
personality traits?

• Are extraversion, openness to experience, emotional stability, conscientious-
ness, and agreeableness significant antecedent variables of students’ SNS usage?

1.3 Theoretical Framework

The current literature defines SNS usage as uploading pictures, sharing information,
comments, links or personal statuses, and chatting through Facebook, Twitter,
LinkedIn, YouTube, and many other similar sites. Aladwani [13] developed and
validated a Facebook use construct, “Gravitating toward Facebook” (GoToFB),
which consists of eight dimensions, connecting, sharing, relaxing, organizing,
branding, monitoring, expressing, and learning, and can be used to investigate SNS
usage.

Previous research suggests that individual students have different preferences in
the use of SNSs, which may inhibit or promote the collaborative processes that can
occur in online learning environments. Much attention has been devoted to the effects
of users’ personality, as defined by Big-Five-factor Model [14], which includes the
traits of neuroticism, extraversion, openness, agreeableness, and conscientiousness,
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on the use of SNSs. The 100-question NEO Personality Inventory (NEO-PI) was
developed to assess personality traits, and the five personality factors have been
shown to relate to the usage of SNSs of teens and adults in different social contexts.
Saucier [15] developed the Mini-Markers questionnaire based on the NEO-PI, which
consists of 40 items and investigates the following five personality traits: emotional
stability, extraversion, openness to experience, conscientiousness, and agreeableness.

2 Method

A survey was conducted in 2014. Two hundred and sixty-six 6th-grade elementary
school students (133 boys and 133 girls) in Taiwan participated in this work. Their
computer teachers helped to deliver the consent form to parents and to conduct the
survey. The survey required the students to go online and fill out the Personality
Traits Questionnaire, Sociality on Social networking Sites Questionnaire, and Use
of SNSs Questionnaire. The teachers gave students the website address to link to
the online self-report questionnaires at the beginning of their computer classes, and
they then completed these during regular class hours.

2.1 Measures

The three questionnaires were translated or derived from the following: the
“Traditional International English Big-Five Mini-Markers in Chinese” [16],
“Cyberasociality Scale” [10], and “Gravitating toward Facebook” [13]. All the
questionnaires were written in Chinese. Before the survey, six elementary school
students and two elementary school teachers checked the wording of the ques-
tionnaires to make sure they were age appropriate, and understandable.

The Personality Traits Questionnaire The Personality Traits Questionnaire was
based on the International English Big-Five Mini-Markers instrument, originally
developed by Saucier [15]. This was selected to measure the personality traits of the
students, because the short form is suitable for children. The questionnaire was
translated and validated by Teng et al. in 2011 [16]. The reliability of this Chinese
version was established in a study of 370 students in Taiwan, and the Cronbach’s
alphas of the five dimensions of extraversion, openness to experience, emotional
stability, conscientiousness, and agreeableness were reported as 0.91, 0.85, 0.79,
0.86, and 0.89, respectively. In this study, the Cronbach’s alpha of the overall
instrument was 0.82, and the participants took approximately 5 min to complete
the test.

The Sociality on Social Networking Sites Questionnaire The Sociality on SNSs
Questionnaire was based on the Cyberasociality Scale developed by Tufekci and
Brashears in 2014 [10] for measuring a single dimension of the inability or
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unwillingness to connect with others through social media. The nine items are
measured using a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly
agree), with the center point at 4 (neutral). The Cronbach’s alpha of this instrument
has been reported as 0.75, and it was 0.72 in the current study, with the students
taking less than 3 min to complete the test.

Use of Social Networking Sites Questionnaire The Use of SNSs Questionnaire
was based on GoToFB developed by Aladwani in 2014 [13]. GoToFB consists of
eight dimensions: connecting, sharing, relaxing, organizing, branding, monitoring,
expressing, and learning, with thirty-four items in total. The Cronbach’s alpha for
this scale has been reported as 0.90, and it was 0.93 in this study. It took
approximately 6 min for the students to complete the questionnaire.

2.2 Data and Statistical Analysis

IBM SPSS software (version 21) was used to perform Pearson’s product–moment
correlations between personality traits and the use of SNSs. Multiple regression
analysis was also used to analyze the relationships between the personality traits
and the use of SNS.

3 Results

Data from 26 participants who failed to complete the online survey were removed
from the analysis, leaving a total of 240 participants.

3.1 Demographic Characteristics

Of the two hundred and forty participants, 114 were male (47.5 %) and 126 were
female (52.5 %). About 84.2 % of the participants had a SNS account, and 56.7 %
participants spent more than 1 h on SNSs per week.

3.2 Students’ SNS Usage and Their Personality Traits

The mean scores for the personality characteristics and usage of SNSs of the
students are presented in Table 1. Correlation analysis involving all variables was
performed, and the correlation coefficients were calculated.
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The results showed that students’ extraversion had a significant, positive rela-
tionship with their sharing (r = 0.154, p = 0.035), branding (r = 0.203, p = 0.005),
monitoring (r = 0.162, p = 0.026), and learning (r = 0.236, p = 0.001) behaviors.
Openness to experience had a significant, positive relationship with branding
(r = 0.188, p = 0.010), organizing (r = 0.178, p = 0.015), monitoring (r = 0.156,
p = 0.033), and learning (r = 0.391, p = 0.000). Emotional stability had a signifi-
cant, positive relationship with relaxing (r = 0.155, p = 0.033), and conscien-
tiousness had a significant, positive relationship with learning (r = 0.301,
p = 0.000), as did agreeableness (r = 0.216, p = 0.003).

The results of the multiple linear regression are shown in Table 2. Students’
extraversion, openness to experience, emotional stability, conscientiousness, and
agreeableness accounted for 5.1 % of their total use of SNSs for branding, F(5,
182) = 3.014, p = 0.012. Extraversion (β = 0.167, p = 0.032) and openness to
experience (β = 0.188, p = 0.029) made significant contributions to the model,
while emotional stability, conscientiousness, and agreeableness did not.
Extraversion, openness to experience, emotional stability, conscientiousness, and
agreeableness accounted for 15.8 % of students’ total use of SNSs for learning, F(5,
182) = 8.034, p = 0.000. Openness to experience (β = 0.298, p = 0.000) made a
significant contribution to this model, while the other factors did not. There were no
significant antecedent variables for extraversion, openness to experience, emotional
stability, conscientiousness, and agreeableness.

Table 1 Personality
characteristics and behaviors

Mean SD

Big-Five personality traits

Extraversion 4.67 0.86

Openness to experience 4.44 0.73

Emotional stability 4.14 0.99

Conscientiousness 4.88 1.03

Agreeableness 5.17 1.03

Use of SNSs

Connecting 3.10 1.12

Sharing 2.97 1.47

Relaxing 4.20 1.86

Branding 2.55 1.51

Organizing 2.79 1.52

Monitoring 3.08 1.43

Expressing 2.23 1.40

Learning 4.61 1.76

Cyberasociality 4.88 0.88
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3.3 Cyberasociality

The data analysis shows that there were no significant correlations between cy-
berasociality and the Big-Five personality traits. There were no significant corre-
lations between cyberasociality and the usage of SNSs, either.

4 Discussion

More than 80 % of the participants had SNS accounts, and half of them spent more
than 1 h per week on such sites. It is interesting to find that learning was the most
frequent activity on SNSs, although elementary school students are usually not
allowed to use SNSs at school in Taiwan. Relaxing was the second highest use of
SNSs reported by the students, and this finding is consistent with Sánchez et al. [3],
who also found that most students used SNSs for relaxing. The participants rarely
used SNSs for expressing, branding, sharing, and organizing, and this may be due
to their cultural backgrounds. Learners from different cultures seem to have dif-
ferent communication patterns in online environments. According to Hofstede et al.
[17], Taiwanese people tend to strongly avoid uncertainty, have more feminine
traits, and fighting with others make them feel shame and loss of face. Therefore,
Taiwanese students are generally reluctant to speak up in class and accustomed to
teacher-centered educational practices [18].

The results of this study showed that students’ extraversion and openness to
experience traits influenced their SNS-based activities, and this supports the find-
ings in Amichai-Hamburger and Vinitzky [11]. The participants with scoring higher
on the extraversion and openness to experience traits were more willing to express
themselves on SNSs, and this might be because people with such traits like to

Table 2 Multiple regression analysis of the Big-Five personality traits and the use of social
networking sites

Predictor Usage of social networking sites

Branding Learning

B SE B β B SE B β

Extraversion 0.293 0.136 0.167* 0.229 0.149 0.112

Openness to experience 0.387 0.176 0.188* 0.716 0.193 0.298**

Emotional stability −0.154 0.115 −0.101 0.091 0.126 0.052

Conscientiousness −0.060 0.143 −0.041 0.223 0.157 0.131

Agreeableness −0.078 0.135 −0.053 −0.061 0.148 −0.036

R2 0.076 0.181

△R 0.051 0.158

F 3.01* 8.03**

*p < 0.05. **p < 0.01
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interact with others and enjoy getting more attention from them. The behavior of
branding is helpful in this regard, as it can be used to become more popular on
SNSs. In addition, there were no gender differences in personality or behavior on
SNSs found in this study, and this is similar to the conclusion of Huang et al. [19].

One limitation of this study is that the participants were all 6th-grade students
from one rural elementary school in southern Taiwan, and thus, the results might
not be generalizable to other populations in metropolitan schools or other educa-
tional levels, and studies of more varied groups could be carried out in future
works, in order to compare the results with those obtained in this study.

5 Conclusions

This study investigated the correlations between the personality traits and SNS
usage behaviors of 6th-grade elementary school students in Taiwan. Participants
scoring higher on the extraversion and openness to experience traits were more
likely to engage in branding on SNSs. Moreover, the trait of extraversion had a
significant, positive relationship with sharing, branding, monitoring, and learning
behaviors. The trait of openness to experience had a significant, positive relation-
ship with branding, organizing, monitoring, and learning. Emotional stability had a
significant, positive relationship with relaxing. Finally, conscientiousness and
agreeableness both had significant, positive relationships with learning, and most of
the elementary school students used SNSs for relaxing and learning. We recom-
mend that further studies can explore the influence of other psychological traits on
SNS-related behaviors.
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A Cryptographic Encryption Technique
of MPEG Digital Video Images Based
on RGB Layer Pixel Values

Quist-Aphetsi Kester, Laurent Nana, Anca Christine Pascu,
Sophie Gire, Jojo M. Eghan and Nii Narku Quaynor

Abstract With the high increase in the transmission of digital data over secured
and unsecured communication channels, security and privacy of such data are
critical in this present day of cyberspace and it is a concern to both the transmitter
and the receiver. This paper proposes a cryptographic encryption technique of mpeg
digital video images based on RGB layer pixel values. The cryptographic
encryption technique made use of the Red, Green, and Blue channel in the
encryption and securing of the digital images. The programming and implemen-
tation were done using MATLAB.

1 Introduction

Many of today’s multimedia applications and data transmitted via secured or unse-
cured network require confidential video transmission. Currently, the advancements
in information technology have enabled powerful emerging capabilities, such as
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Urban Telepresence, wearable devices, drones. With wearable digital devices con-
stantly emerging and celebrated in the mainstream news media, privacy and security
of the public are also becoming a major concern [1]. Urban Telepresence operators
can also interact in real time with personnel and sensor assets in that environment and
can derive comprehensive shared situational awareness (SA) from a mixed reality
(i.e., live-over-virtual-over-time) augmentation of the environment with supporting
intelligence, including past/present/forecast information. The deployment of UT
capability becomes a force multiplier for military operations as well as civilian safety,
security, and emergency response [2]. Also, the advancements in modern-day public
key cryptography [3] over the years have provided the bases for securing commu-
nications over secured and unsecured communications channels. This makes it easy
for keys to be exchanged for secured effective communications over protected and
unprotected media of communication [4].

This paper proposes a cryptographic encryption technique of mpeg digital video
images based on RGB layer pixel values. The cryptographic encryption technique
made use of the Red, Green, and Blue channel in the encryption and securing of the
digital images. The paper has the following structure: Sect. 2 Related works, Sect. 3
Methodology, Sect. 4 the explanation of the algorithm, Sect. 5 results and analysis,
and Sect. 6 concluded the paper.

2 Literature Review

Asghar, Mamoona Naveed, and Mohammad Ghanbari worked on MIKEY for keys
management of H. 264 scalable video coded layers. Their paper investigates the
problem of managing multiple encryption keys generation overhead issues in
scalable video coding (H.264/SVC) and proposes a hierarchical top down keys
generation and distribution system by using a standard key management protocol
MIKEY (Multimedia Internet Keying Protocol). Their research goal was in twofold:
(1) prevention of information leakage by the selective encryption of network
abstraction layer (NAL) units with AES-CTR block cipher algorithm, and (2)
reduction of multiple layer encryption keys overhead for scalable video distribution.
They combined a MIKEY with the digital rights management (DRM) techniques to
derive a mechanism in which every entitled user of each layer has only one
encryption key to use [5].

There have been some works done in image cryptography in securing of digital
images. Musheer Ahmad and Tanvir Ahmad in their work proposed an efficient
encryption method to secure the multimedia color imagery. Complex dynamic
responses of multiple high-order chaotic systems were utilized to carry out image
pixels shuffling and diffusion processes under the control of secret key [9]. He et al.
proposed a stream color image cryptography based on spatiotemporal chaos system.
One-way coupled map lattices (OCML) were used to generate pseudorandom
sequences and then used to encrypt image pixels one by one [6].
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Joint Video Compression and Encryption (JVCE) has gained increased attention
in the past couple of years to reduce the computational complexity of video com-
pression, as well as provide encryption of multimedia content for Web services.
Pande et al. presented a JVCE framework based onBinary Arithmetic Coding (BAC).
They first presented an interpretation of BAC in terms of a skewed binary map and
then described 7 other possible chaotic maps which give similar Shannon optimal
performance as BAC [7]. Van Wallendael et al., in their paper, described encryption
possibilities for the High Efficiency Video Coding (HEVC) standard under devel-
opment. Bitstream elements, which maintained HEVC compatibility after encryp-
tion, were listed and their impact on video adaptation was described [8]. A layered
selective encryption scheme for scalable video coding (SVC) was also proposed by Li
et al. The main feature of their scheme was making use of the characteristics of SVC
[9]. Advanced Video Coding is recently announced and widely used, although the
protection means have not been developed thoroughly [10].

3 Methodology

Modern-day cryptography entails complex and advance mathematical algorithm in
the encryption of text, and cryptographic techniques for image encryption are
usually based on the RGB pixel displacement where pixel of images are shuffled to
obtained a cipher image [11]. This paper proposes a cryptographic encryption
technique of mpeg digital video images based on RGB layer pixel values. The
cryptographic encryption technique made use of the Red, Green, and Blue channel
in the encryption and securing of the digital images. A symmetric secret encryption
key was generated from the plain image based on features that remained constant
for both the ciphered and the plain image before and after the encryption process.
The key was then used to encrypt the plain image. The plain image to be encrypted
was then encrypted based on pixel displacement algorithm. At the end of the
encryption and the decryption process, there was no pixel loss and the quality of the
plain image remained unchanged after the decryption process. The proposed
technique was implemented on mpeg digital images, and it proved to be very
effective at the end.

Figure 1 showed the summary of the image cryptographic approach engaged in
the ciphering and the deciphering process of the digital image. Where PI is the plain
image and CI is the ciphered image.

From Fig. 1,
where PI is the plain image and CI is the ciphered image.
Salg(PI) = the function Salg() that operates on PI and CI to produce the symmetric
secret key SSK.
SSK = the symmetric secret key generated from the image.
ImC = the algorithm for encryption of the plain image.
ImD = the algorithm for the image decryption.
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4 The Explanation of the Algorithm
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5 The Results and Analysis

The SSK was computed from the image based on features that will remain
unchanged for both the ciphered image and plain image.

Let the set of pixel positions in X be x: x ∈ X and X → x: x = xi = [x0, x1, x2,
x3, …, xn] and x ∈ I where I is a positive integer.

D ¼
Xn

k¼1

Wk ð12Þ

Fig. 1 The summary of the processes engaged
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where Wk is the decimal value of xi

SSK ¼ ðc�pÞ þ ðd� 103Þj j þ Dþ ðgm ¼ ð1=nÞ � Rni ¼ 1xiÞj j½ �mod p ð13Þ

where p ∈ I, δ = Entropy of image gm is the arithmetic mean for all the pixels in the
image.

Figure 2 consists of the plain images used in the experiment, and figure nine is
the resulted ciphered image. From Table 1, it can be clearly observed that there was
no pixel expansion in the ciphered images and the values before encryption
remained unchanged after encryption (Figs. 3, 4, and 5).

Fig. 2 Three plain frames obtained from an MPEG video. a Frame 1. b Frame 2. c Frame 3

Table 1 Entropy and
geometrical mean values of
the plain image and the
ciphered image

Property Entropy Mean

Rp 7.7468 133.6554

Gp 7.4006 110.4604

Bp 7.6244 90.7053

Rc 7.7468 133.6554

Gc 7.4006 110.4604

Bc 7.6244 90.7053

Fig. 3 The graph of the normalized cross-correlation of the plain image in Fig. 2a
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6 Conclusion

The cryptographic method used was found to be effective, and there was no pixel
loss after the encryption process and this makes it suitable for the encryption and
securing of images whose information is needed to be preserved. The implemen-
tation of the algorithm in hardware devices or software systems will bring a delay in
streaming video images, but with the immergence of fast computers in the future,
this will make real-time image encryption processes in off-the-shelf devices pos-
sible and faster.
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Fig. 5 Three ciphered frames of Fig. 2. a Frame 1. b Frame 2. c Frame 3

156 Q.-A. Kester et al.



References

1. Pedersen, I.: Ready to wear (or not): examining the rhetorical impact of proposed wearable
devices. In: IEEE International Symposium on Technology and Society (ISTAS), 2013,
pp. 201–202, 27–29 June 2013

2. Balfour, R.E., Donnelly, B.P.: The what, why and how of achieving urban telepresence. In:
Systems, Applications and Technology Conference (LISAT), IEEE Long Island, pp. 1, 6, 3–3
May 2013. doi:10.1109/LISAT.2013.6578234

3. Huang, Y.J., Liu, F.H., Yang, B.Y.: Public-key cryptography from new multivariate quadratic
assumptions. In: Fischlin M., Buchmann J., Manulis M. (eds.) Proceedings of the 15th
International Conference on Practice and Theory in Public Key Cryptography (PKC’12),
pp. 190–205. Springer, Berlin

4. Applebaum, B., Barak, B., Wigderson, A.: Public-key cryptography from different
assumptions. In: Proceedings of the Forty-Second ACM Symposium on Theory of
Computing (STOC’10), pp. 171–180. ACM, New York (2010)

5. Asghar, M.N., Ghanbari, M.: MIKEY for keys management of H. 264 scalable video coded
layers. J. King Saud Univ. Comput. Inf. Sci. 24(2), 107–116 (2012)

6. He, J., Zheng, J., Li, Z.B., Qian, H.F.: Color image cryptography using multiple one-
dimensional chaotic maps and OCML. In: IEEC’09. International Symposium on Information
Engineering and Electronic Commerce, pp. 85, 89, 16–17 May 2009

7. Pande, A., Zambreno, J., Mohapatra, P.: Joint video compression and encryption using
arithmetic coding and chaos. In: IEEE 4th International Conference on Internet Multimedia
Services Architecture and Application (IMSAA), pp. 1, 6, 15–17 Dec 2010

8. Van Wallendael, G., Boho, A., De Cock, J., Munteanu, A., Van de Walle, R.: Encryption for
high efficiency video coding with video adaptation capabilities. In: IEEE International
Conference on Consumer Electronics (ICCE), pp. 31, 32, 11–14 Jan 2013

9. Li, C., Yuan, C., Zhong, Y.: Layered encryption for scalable video coding. In: CISP ‘09. 2nd
International Congress on Image and Signal Processing, pp. 1, 4, 17–19 Oct 2009. doi: 10.
1109/CISP.2009.5302934

10. Lian, S., et al.: Selective video encryption based on advanced video coding. In: Advances in
Multimedia Information Processing-PCM 2005, pp. 281–290. Springer, Berlin (2005)

11. Bruen, A.A., Forcinito, M.A.: Cryptography, Information Theory, and Error-Correction: A
Handbook for the 21st Century, p. 21. Wiley, New York. ISBN 978–1-118-03138-4. http://
books.google.com/books?id=fd2LtVgFzoMC& pg = PA21

A Cryptographic Encryption Technique … 157

http://dx.doi.org/10.1109/LISAT.2013.6578234
http://dx.doi.org/10.1109/CISP.2009.5302934
http://dx.doi.org/10.1109/CISP.2009.5302934
http://books.google.com/books?id=fd2LtVgFzoMC
http://books.google.com/books?id=fd2LtVgFzoMC


The Impact of Knowledge Management
in Pair Programming on Program Quality

Mazida Ahmad, Ainul Husna Abd Razak, Mazni Omar,
Azman Yasin, Rohaida Romli, Ariffin Abdul Mutalib
and Ana Syafiqah Zahari

Abstract This paper reports on an initiative that determines the most appropriate
technique for supporting students’ programming ability. The proposed technique
combines pair programming (PP) and SECI process that is a knowledge manage-
ment (KM) model. Combining PP and SECI resulted in the formation of four
approaches, which are named as NSNR, NSYR, YSNR, and YSYR. In those four
approaches, the subjects who are students of IT-related programs in a higher
learning institution complete a set of programming questions. The approaches were
then compared based on the subjects’ scores in their program codes. Descriptive
statistics was used to analyze the gathered data. Generally, the results show that
switching the roles (driver and navigator) in PP enhances good quality of coding.
Through this study, an initial formation of the KM model and programming
technique is contributed in enhancing program quality. Further, future work to be
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considered can be a rigorous theoretical formation for constructing other important
determinants to enhance program quality because the findings of this research are
minimal to SECI model and pair programming technique only.

Keywords Knowledge management � Pair programming � SECI � Code quality

1 Introduction

Pair programming (PP) as one of the key practices in extreme programming has
been gaining acceptance among practitioners and the software development com-
munity. This success leads to the wide use of PP in educational setting as a
computer science or software engineering pedagogical tool especially in pro-
gramming courses [1].

PP involves two programmers that play different roles, one as a driver and
another as a navigator [2]. They work on the same problem from designing to
testing phases. In practice, the driver creates and implements the codes, whereas the
navigator is responsible for checking errors and suggesting alternatives when
necessary [1]. Periodically, the driver and navigator switch their roles, which could
induce knowledge sharing among themselves [3]. Indeed, a better structured pair
interaction is required by having proper communication within the pair [4].
Although the benefits have been proven, their creativity, brainstorming quality, and
speed of programming development task can vary among the pairs, which is
hypothesized as partly influenced by gender.

Therefore, this study intends to compare the performance between PP with role
rotation and PP without role rotation. In this regard, role rotation refers to a process
of changing the role among partners [5]. Programs that are done by female and male
students in PP with and without role rotation were analyzed to measure which code
is better in terms of their quality. Additionally, the socialization, externalization,
combination, and internalization (SECI) model is also injected into this study,
encouraging the pairs to apply the knowledge management (SECI model is a
knowledge management component) technique in their programming task.

SECI model is known as “knowledge creation theory” which was coined by
Nonaka and Takeuchi [6]. It facilitates the understanding of knowledge transfor-
mation between tacit and explicit states [2]. In SECI, socialization concerns with
sharing mental thinking and experience with others. It is denoted by tacit–tacit. In
contrast, externalization concerns in the articulation of tacit knowledge into doc-
ument form, denoted by tacit–explicit. Meanwhile, combination which is denoted
by explicit–explicit refers to supporting explicit knowledge with systematic
resources [6]. The model has been decided for consideration because not only as
knowledge management component, but it also builds up interaction for knowledge
transfer [2]. In conjunction, this study aims at analyzing the impact of knowledge
management in PP on program quality.
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2 Related Works

PP involves two individual programmers, acting as a team via similar algorithms,
design, code, and test, using one computer. In a pair, while the driver types-in
programming codes, the navigator constantly and actively navigates the codes and
identify whether there is any error or mistake. The navigator also identifies the
strategic solution to complete the task or program. When necessary, they switch
their roles to improve their work and learn appropriate skills [7]. In software
industry, PP has been widely practiced for programming solution, where two
programmers working side by side on one computer on the same problem with
great success [8]. Winkler et al. [9] highlight the important role of pair program-
ming at increasing coding efficiency and code quality and supports learning of
development of team members.

Generally, knowledge management covers the tasks in obtaining, sharing, uti-
lizing, and storing knowledge among individuals in an organization. It is
undoubtable that knowledge sharing is an important part of knowledge management
and is a crucial task in software development life cycle [3]. It promotes knowledge
transmission among individuals in a community or organization and is normally
supported by the knowledge sharing mode [10]. The knowledge management
modes that enable individuals to exchange knowledge vary from face-to-face
communication, conference, knowledge network, and organizational learning. In
this study, the face-to-face communication is selected as the knowledge sharing
mode in colocated PP practices, which involves two parties, namely contributor and
receiver [10] that reflect the navigator and driver, respectively (in PP).

In conjunction, Kavitha and Ahmed [5] have found that PP can be a useful
approach to programming course in higher education to facilitate effective
knowledge sharing among the students. In PP practice, knowledge sharing involves
social interaction, sharing, and constructing knowledge between the partners. In this
scenario, the SECI model is applicable to promote sharing and constructing tacit
knowledge between partners in generating high-quality programs. Code quality is
indicated through number of syntax error and the acceptance level by users in terms
of reliability, usability, maintainability, and portability [11].

3 Methodology

This study makes use of survey and experimental design as the method of data
collection. The research procedure consists of phase 1 (defining the research con-
text, instrumentation, and selecting variables), phase 2 (experimental process), and
phase 3 (analysis and validation). The phases are discussed separately.
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3.1 Phase 1

The study began with defining the research context (in which the research proce-
dure is illustrated in Fig. 1), by focusing on a theoretical study that leads to the
understanding of the SECI model, program quality, and PP. The instrument was
adapted from Mazida [12]. Twenty-two third and fourth semester undergraduate
students of College of Art and Sciences (CAS) at Universiti Utara Malaysia
(UUM), who enroll in information technology (IT), multimedia, and education in IT
programmers, involved in this study. They have learned basic programming course,
which is compulsory for first semester students.

3.2 Phase 2

The experiment involved two laboratory experiments (the laboratory experiments
were carried out in computer laboratories). Laboratory experiment 1 was carried out
without SECI process, while laboratory experiment 2 with SECI process. Identical
respondents participated in both laboratory experiments applying PP in solving
programming test (the role of driver and navigator apply), in which the test ques-
tions were prepared by experts of School of Computing. The aim of the test was to
measure the quality of the programs that the subjects produce (in pairs), with the
full mark for the program is 40. Hence, the best program will be marked 40. Thus,
the closer the mark to 40, the better the program is.

Four approaches have been tested in the laboratory experiments. While labo-
ratory experiment 1 does not apply SECI and laboratory experiment 2 does, the
laboratory experiments were carried out with and without role rotations (in the

Fig. 1 Research procedure
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pairs). Therefore, the approaches are named according to their characteristics. The
first approach does not apply SECI process and no role rotation/switching; hence, it
is named as No SECI No Rotation (NSNR). The second approach also does not
apply SECI process but with role rotation/switching. It is named as No SECI Yes
Rotation (NSYR). Further, using similar convention, the other two are named as
YSNR and YSYR.

3.3 Phase 3

Descriptive statistic consists of frequencies (frequency test) and cross-tabulation
(Crosstabs test) on the demographic data was conducted to measure the code quality
for each approach. Particularly, frequency provides an overall perspective of the
code quality for the four approaches. Meanwhile, Crosstabs measures the code
quality for the four approaches categorically [13], in which, in this regard, gender is
the variable.

4 Results and Discussions

Based on the frequency and Crosstabs, the findings are discussed in the following
subsections.

4.1 Demographic Analysis

Table 1 exhibits the demographic background of the subjects. It is seen that
63.60 % 22 subjects are female and 36.40 % are male. The ratio is common,
mapping the real situation, in which most universities in current situation enroll
60 % female versus 40 % male students in every intake.

4.2 Frequency Analysis

Table 2 represents the frequency analysis for data using NSNR approach. It is seen
that 50 % of the subjects score between 33 and 40 marks.

Table 3 exhibits the scores in NSYR approach. The scores vary from scales 1 to 5,
in which the scores between 33 and 40 are the highest (59.1 %).

Next, Table 4 lists the results of YSNR approach. It is seen that 36.4 % of the
subjects score between 33 and 40 marks and between 17 and 24 marks.
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Table 1 Respondents’
demographic background

Frequency Percentage (%)

Gender

Male 8 36.40

Female 14 63.60

Age

18–20 5 22.70

21–23 14 63.60

24–26 3 13.60

Programmed

BSc (IT) 17 77.30

BSc (multimedia) 5 22.70

Current semester

Semester 1 and 2 3 13.60

Semester 3 and 4 15 68.20

Semester 5 and 6 3 13.60

Semester 7 and 9 1 4.50

Table 2 Frequency of marks
in NSNR approach

Scale Mark Frequency Percentage (%)

1 01–08 0 0

2 09–16 0 0

3 17–24 5 22.7

4 25–32 6 27.3

5 33–40 11 50.0

Total 22 100

Table 3 Frequency of marks
in NSYR approach

Scale Mark Frequency Percentage (%)

1 01–08 0 0

2 09–16 3 13.6

3 17–24 1 4.5

4 25–32 5 22.7

5 33–40 13 59.1

Total 22 100

Table 4 Frequency of marks
in YSNR approach

Scale Mark Frequency Percentage (%)

1 01–08 0 0

2 09–16 0 0

3 17–24 8 36.4

4 25–32 6 27.3

5 33–40 8 36.4

Total 22 100
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Then, Table 5 shows the frequencies for results in YSNR approach. The results
are different than other approaches, in which most subjects (45.5 %) score between
9 and 16. It is followed by scores between 33 and 40 marks (27.3 %).

Further, the highest scores for every approach is compared, exhibited in Table 6.
The total full mark was converted to 100 % for the percentage values in Table 6.
The highest score indicates that the program is good in terms of quality [11].
Referring to the table, NSYR scores the highest (59.10 %).

4.3 Crosstab Analysis

Data were analyzed to measure the scores by the subjects through NSNR, NSYR,
YSNR, and YSYR approaches and their gender. It is interesting to measure where
there is any different trend between genders.

Table 7 depicts the Crosstabs analysis of NSNR approach with gender details. It
is seen that more female subjects (8) score between 33 and 40 marks than male (3).
It is understandable that the NSNR is accepted by the subjects.

Table 5 Frequency of marks
in YSYR approach

Scale Mark Frequency Percentage (%)

1 01–08 0 0

2 09–16 10 45.5

3 17–24 4 18.2

4 25–32 2 9.1

5 33–40 6 27.3

Total 22 100

Table 6 Percentage of code
quality for each approach

Technique Percentage (%)

NSNR 50.00

NSYR 59.10

YSNR 36.40

YSYR 27.30

Table 7 Crosstabs for scores
in NSNR and gender

NSNR Gender Total

Scale Mark Male Female

1 01–08 0 0

2 09–16 0 0 0

3 17–24 2 3 5

4 25–32 3 3 6

5 33–40 3 8 11

Total 8 14 22
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Then, Table 8 depicts the Crosstab analysis for NSYR approach and gender.
Similarly, it is found that more female (10) score between 33 and 40 marks than the
male (3). The table also indicates that the approach is acceptable by the subjects.

Further, Table 9 exhibits the results of YSNR approach and gender. It is inter-
esting that more female than male for scores between 17 and 24 (female = 5,
male = 3) and between 33 and 40 (female = 8, no male). It could be deduced that for
male, YSNR is not quite appropriate.

Finally, the results of YSYR were obtained and are displayed in Table 10.
Majority of subjects score between 9 and 16 marks, and there are more female (6)
than the male (4). Based on the results, in which the subjects score low, YSYR
technique might be an inappropriate approach for the subjects.

Further, Table 11 summarizes the Crosstabs analysis of the approaches subjected
to their gender. Based on the table, NSYR gives the highest number of subjects

Table 8 Crosstabs for scores
in NSYR and gender

NSYR Gender Total

Scale Mark Male Female

1 01–08 0 0

2 09–16 1 2 3

3 17–24 1 0 1

4 25–32 3 2 5

5 33–40 3 10 13

Total 8 14 22

Table 9 Crosstabs for scores
in YSNR and gender

YSNR Gender Total

Scale Mark Male Female

1 01–08 0 0

2 09–16 0 0 0

3 17–24 3 5 8

4 25–32 5 1 6

5 33–40 0 8 8

Total 8 14 22

Table 10 Crosstabs for
scores in YSNR and gender

YSYR Gender Total

Scale Mark Male Female

1 01–08 0 0

2 09–16 4 6 10

3 17–24 4 0 4

4 25–32 0 2 2

5 33–40 0 6 6

Total 8 14 22
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scoring the highest mark. Thus, it shows that NSYR approach encourages subjects
to perform and enhance the quality of the program code.

Based on the results in this section, this study reveals that pair rotation con-
tributes significantly toward improving programming quality. This is because
knowledge transfer among programmers exists when the rotation between the driver
and the navigator takes place. On the other hand, regardless of gender, switching
the role will increase the collaboration among programmers in order to achieve the
optimal solution, as found in the existing literatures [5, 9, and 14].

In addition, pair rotation acts as peer cross-checking when both programmers
share the same experience in problem solving. This can reduce a dominant pro-
grammer during the programming tasks. When this happens, knowledge dissemi-
nation can be collectively achieved and thus programming quality improved.

5 Conclusion

The purpose of this study is to measure the code quality in programming course by
employing an approach that combines knowledge management process and PP
technique. The obtained findings can assist educational institutions to determine the
best approach in enhancing code quality in programming course. Besides, this study
compares each proposed approach to identify the approaches that suit subjects’
learning preference. Having compared the approaches, the results suggest that the
best approach is NSYR. In addition, the most appropriate approach for female is
NSYR, while for male, the most appropriate approaches are NSNR and NSYR.
These findings are in line with [9].

Consequently, when designing for programming task, instructors could decide
the division of pairs by considering gender effects on the code quality. More
importantly, applying SECI process is prospective in ensuring the program quality.
Through this study, an initial formation of the KM model and programming
technique is contributed to enhance program quality in software engineering edu-
cation field. This study also contributes to a better understanding of important
sharing roles to enhance program quality. Further work to be considered can be a
rigorous theoretical formation for constructing other important determinants to
enhance program quality because the findings of this research are minimal to SECI
model and PP technique only.

Table 11 Frequencies of
YSYR respondents’ mark

Technique Percentage (%)

NSNR 50.00

NSYR 59.10

YSNR 36.40

YSYR 27.30
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Social Networks Event Mining:
A Systematic Literature Review

Muniba Shaikh, Norsaremah Salleh and Lili Marziana

Abstract Social Networks (SNs) become a major source of reporting new events
that happen in real life even before the news channels and other media sources
report them nowadays. The objective of this paper is to conduct the systematic
literature review (SLR) to identify the most frequently used SN for reporting and
analyzing the real-time events worldwide. Furthermore, we recognize the features
and techniques used for mining the real-time events from SNs. To determine the
literature related to event mining (EM) and SNs, the SLR process has been used.
The SLR searching phase resulted 692 total studies from different online databases
that went through three phases of screening, and finally 145 papers out of 692 were
chosen to include in this SLR as per inclusion criteria and RQs. Based on the data
analysis of the selected 145 studies, this paper has concluded that the Twitter micro-
blogging SN is the most used SN to repot the events in textual format. The most
common features used are n-gram and TF-IDF. Results also showed that support
vector machine (SVM) and naive Bayes (NB) are the most frequently used tech-
niques for SNEM. This SLR presents the list of SNs, features, and techniques that
are reporting the SN events that can be helpful for other researchers for selection of
SNs and techniques for their research.

Keywords Social networks (SNs) � Event mining (EM) � Systematic literature
review (SLR) � Social networks event mining (SNEM) � Twitter

M. Shaikh (&) � N. Salleh
Department of Computer Science, Kulliyah of Information
and Communication Technology, International Islamic University Malaysia,
Kuala Lumpur, Malaysia
e-mail: muniba.shaikh@live.iium.edu.my

N. Salleh
e-mail: norsaremah@iium.edu.my

L. Marziana
Department of Information System, Kulliyah of Information and Communication
Technology, International Islamic University Malaysia, Kuala Lumpur, Malaysia
e-mail: lmarziana@iium.edu.my

© Springer International Publishing Switzerland 2015
A. Abraham et al. (eds.), Pattern Analysis, Intelligent Security
and the Internet of Things, Advances in Intelligent Systems and Computing 355,
DOI 10.1007/978-3-319-17398-6_16

169



1 Introduction

Social Networks (SNs) become a major source of reporting new events that happen
in the real life nowadays. No matter the event is related to show business, crisis,
emergency, health care, or politics, the SNs report all types of events in no time.
SNs have set the new trend of news media. The real-time EM from SNs plays a
significant role to provide the event news at first place (as earliest as possible) that is
very essential for people from news media, security agencies, emergency services,
and other organizations. According to Capurro, D. et al. [1], 65 % people using
Internet in USA are also using SNs daily, and Twitter has 500 million users
worldwide that use Twitter to update daily events of their life. “Twitter has gained
reputation as a way to detect and predict events and user sentiments by observing
users posts (tweets) [2]”. There is long range of SNs available nowadays that are
used for different users and different topics, for example, LinkedIn for professional
networking, Sina Weibo micro-blogging for Chinese users mostly, Flicker,
PatientsLikeMe for the patients to share the information about their diseases and
treatment [1] and many more small-scale SNs. So, the first question arises here is,
which SN is used more frequently for reporting the real-time events worldwide and
that is also one of the research questions (RQs) of this paper.

The facilities that the SNs provide to users by giving mobile apps, geo-tagging,
messengers, mobile uploads of images, hand videos, community sharing, and the
common use of smart phones have enhanced the use of SNs in almost every era of
research, for instance, health care, surveillance, education, social services, crisis,
earthquake, and other natural disasters. SNs are resource heavy therefore require the
quick mining of events where the help is required or which possess the national,
health threats, or emergency situations [3, 4]. Therefore, the importance of EM of
real-time textual data from SNs has been increased recently for different
communities.

The aim of the proposed systematic literature review (SLR) is to determine
available features of SNs that are essential for further exploration when conducting
“event mining (EM)” from SNs. Furthermore, we have investigated the techniques
that are used for mining for all type of events reported on SNs and we have also
identified SNs that are used mostly by people to report all type of events around the
world.

The remainder of the paper focuses on the SLR process to identify relevant
studies of SNEM. Section 2 introduces the overview of SLR process. Section 3
presents the results of SLR and the answers of research questions. Finally, Sect. 4
provides the conclusions.
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2 The Systematic Literature Review (SLR) Process

SLR is a research process that defines the sequence of activities needed to carry out
the literature review in a systematic way. SLR is a tool that aims to answer all RQs
based on the analysis of research evidences collected through the systematic search
process and analysis [5]. So, this section presents the SLR process.

2.1 Research Questions

One of the core steps of the SLR is to formulate the RQs that are going to be
addressed in the review [6]. Table 1 shows attributes of the RQs that are structured
according to PICOC. PICOC is the criteria for structuring the RQs that was
specified by Petticrew and Roberts [6]. PICOC is based on five attributes: popu-
lation, intervention, comparison, outcome, and context. In this SLR, the comparison
attribute is not applicable since our review will be focusing on the social network
event mining (SNEM) (see Table 1). In SLR, all studies that explore EM of SN
textual or image meta-data are included. A SLR is needed to find out which SN is
used at most by people around the world to report all kinds of events. Furthermore,
we demonstrate the techniques and features that have been used in literature for SN
data analysis. This section presents systematic review process in SNEM for textual
data only.

The SLR aimed to answer the following primary RQ:

1. Primary question:

– RQ1: Which SN is widely used for EM?
– RQ2: What techniques and features are used for EM from SNs?

Table 1 PICOC (population, intervention, comparison, outcome, and context)

S. No. Term Content or definition

1 Population SN’s information (examples, Tweets, FB posts)

2 Intervention Event mining (EM)

3 Comparison Null

4 Outcome Features, algorithm/technique/matrices/approach, experiment

5 Context Within the domain of event mining, topic mining, opinion mining,
and sentiment analysis
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2.2 Identification of Relevant Literature

The strategy used to construct the search terms is as follows [7–9]:

1. Derive main terms used in the review questions (i.e., based on the PICOC) (see
Table 1).

2. List the keywords mentioned in the articles (based on pilot study).
3. Search for synonyms and alternative words.
4. Join synonyms and main terms using Boolean OR.
5. Combine main terms from PICOC using Boolean AND.

So, the result of 5 strategies defined above for constructing the searching string
(SS) is presented in Table 2. The SS presented in Table 2 is the initial SS used for
searching the literature from different databases such as IEEEXplorer and Springer,
but this format (complex query) is not supported by all the databases. Therefore, the
simpler SS has been used for literature retrieval instead of the SS defined in Table 2.
So, the final SS used for searching literature is ((“event mining” OR “event
detection”) AND (“social network” OR “social media” OR Facebook OR Twitter
OR micro-blogging)). Once the SS string is finalized, the next step is to start the
search process. The search process starts by the selection of online databases. So, in
this research, the selected 4 online databases are as follows: IEEEXplorer, ACM
Digital library, ScienceDirect, and Springer. The selection of online databases has
been a result of the pilot study that index EM and SN studies. The online databases
have been chosen based on pilot study done. Furthermore, online search engines
such as Google and “Google Scholar” have also been used for searching the rel-
evant literature.

2.3 Study Selection Criteria

Inclusion Criteria’s
Only studies that contain the PICOC terms or are related to at least one of the RQs
will be considered for inclusion in SLR. This research includes studies that
investigate the use of SN’s information for mining useful data (events or patterns).

Table 2 Concatenation of all
possible terms by using
Boolean OR and AND

(SN’s information OR social networks OR social networking
OR social networking sites
OR Facebook OR Twitter OR social media OR social network
analysis)
AND (event mining OR event detection OR mining OR opinion
mining OR sentiment analysis OR topic mining)

AND (features, algorithm OR technique OR matrices OR
approach OR experiment)
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Furthermore, the concern of this SLR is to identify, which SN is used at most to
report daily events and important features, techniques used in EM from SNs.
Exclusion Criteria’s

ExC1. Studies that does not match the RQ.
ExC2. Studies written in a language other than English.
ExC3. Publications on video surveillance or video as data source will not be
included.
ExC4. Abstract papers, tutorials, posters, presentations, proceedings, and program
of scientific events, or editorial letters.
ExC5. Studies that do not contain the data analysis and results.

2.4 Study Selection Process

Preliminary Selection Process During the initial selection process, we first per-
form screening of the titles and abstracts to see the relevance of the sources. The
titles and abstracts are extracted and compiled into a list (for example in an
Mendeley), and for those that are found relevant, the full paper is retrieved. Full
papers will only be obtained if they meet the minimum requirement of the inclusion
criteria [10].

Final Selection Process In the final selection process, the researcher will review
paper details. During this phase, hard copies of the selected paper will be obtained
and thorough reading will be performed for each study. During this time, any paper
which does not fulfill the inclusion criteria mentioned above will be discarded, and
the reference in the Mendeley library will be updated accordingly.

2.5 Study Quality Assessment Checklist

In assessing the quality of studies, we developed a checklist which consists of six
questions pertaining to the quality aspect of an article. The following checklist
(Table 3) was adapted from [5, 7] to be used when evaluating the research. In the
quality checklists, the “yes” answer is given only if the criterion of the question is
being met (Score = 1). If the criterion is not met, then the “no” answer will be given
(Score = 0). “Partially” answer will be given if the study answered the question
partly (Score = 0.5). However, if the paper does not give clear or enough infor-
mation for us to decide, then it will be remarked as “not reported.” In this
assessment, the higher the points obtained by a paper, the better will be its quality.
The resulting total quality score for each study ranges between 0 (very poor) and 10
(very good). However, the studies with lower score will not be excluded. The
quality score is only an indicator of whether a study is highly reliable or not since
the information is useful during the evidence synthesis.
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2.6 Data Extraction Strategy

The data extraction form is designed in order to carry out the “data extraction
process” [5]. After the final selection of papers, data extraction will be carried out
on all papers that passed the screening process. During this stage, all important
information based on RQs was extracted and placed in the data extraction form. The
extracted data filled in data extraction form is further analyzed for answering the
RQs.

3 Results

3.1 Introduction or Synthesis of Data

This section presents the synthesis of evidence found as result of searching process
of SLR. The initial phase of the search process identified 692 studies using the final
SS. Among 692 studies, 444 studies were found from Springer database by running
the “final SS,” 140 studies were retrieved from ScienceDirect, ACM resulted 41
studies, and 67 studies found from IEEEXplorer by running the same SS. Now, the
study selection process defined in Sect. 2.4 has been followed. As mentioned
earlier, in various cases, the same publication can be extracted from more than a
single database [10]. Therefore, automatic (using Mendeley duplication removal
option) and manual removal of publications with the same title was carried out.
Afterward, the exclusion criteria described in Sect. 2.5 were applied, resulting in a
dramatic reduction of the number of publications. As a result of “primary and final
selection process” defined in Sect. 2.4, total of 145 papers were retrieved. The
resulting 145 papers have been included in this SLR, and the next step is to check
the quality score. Only two studies were found to achieve very low score as they
were survey reports and book chapter on “text mining techniques,” the remaining
studies (90 %) achieved above average quality scores, and a lesser number (10 %)

Table 3 Study quality checklist

# Items Quality score

1 Is it about event mining using SNs? Yes/no/partially

2 Does article has described that particularly which SN has been chosen
for reporting events?

Yes/no/partially

3 Are the aim(s) of study clearly stated? [5] Yes/no/partially

4 Does the article have stated a valid research question? [5] Yes/no/partially

5 Does the article describe the techniques and features used for SNEM? Yes/no/partially

6 Was the formulation of the data analysis well conveyed? [5] Yes/no/partially
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of studies were ranked good and very good. Finally, data extraction process has
been started as per data extraction form and filled in it for further data analysis.

3.2 Answers of Research Questions

This paper described a SLR process including the protocols of SLR that investi-
gated studies of EM from SN content. The SLR identified the answers of RQs that
are as follows:

RQ1: Which SN is widely used for EM?

According to our SLR, micro-blogging SN has been used as major source of
reporting all real-time (text) events and hot topics as compared to other SNs because
of its format and popularity. Furthermore, the micro-blogging data are easily
accessible as Twitter API allows us to extract the real-time data and so analysis can
be performed to generate early warnings of events. Among micro-blogging SNs,
Twitter is most popular, as it is reported by maximum number (101 out of 145) of
studies. SW is the Chinese micro-blogging SN that is mostly used in china.
However, Plurk is the most popular micro-blogging SN in Taiwan.1 So as mentioned

Table 4 List of SNs that reports all textual EM

Name of
SNs

Total
studies

List of studies

Twitter 101 S1, S2, S3, S5, S10, S8, S9, S11, S13, S14, S15, S16, S18, S19, S20,
S39, S21, S23, S27, S28, S29, S30, S31, S32, S33, S34, S35, S36,
S37, S38, S40, S41, S43, S68, S69, S70, S47, S48, S49, S54, S58,
S60, S61, S63, S64, S66, S67, S71, S72, S74, S75, S76, S77, S79,
S80, S82, S83, S86, S87, S88, S89, S91, S93, S95, S96, S98, S100,
S102, S103, S104, S105, S107, S108, S109, S112, S114, S118,
S119, S120, S121, S122, S123, S125, S126, S127, S128, S129,
S130, S131, S132, S133, S134, S135, S138, S139, S140, S141,
S143, S144, S145

Flickr 10 S6, S17, S42, S50, S51, S116, S114, S136, S137, S138

Sina
Weibo

9 S20, S25, S46, S78, S81, S90, S99, S106, S117

YouTube 6 S92, S114, S116, S136, S137, S138

Facebook 6 S1, S19, S86, S100, S112, S113

Meetup 2 S85, S111

Instgram 1 S5

Plurk 1 S45

LinkedIn 1 S19

1http://www.alexa.com/siteinfo/plurk.com.
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in Table 4, 101 studies out of 145 use Twitter as the main source of data collection.
Apart from micro-blogging, other SNs such Flickr, Meetup, Facebook, and
YouTube are also used for textual EM as shown in Table 4. Table 4 also represents
that Flickr is used in 10 studies, Sina Weibo in 9 studies, YouTube in 6 studies,
Facebook in 6 studies, Meetup in 2 studies, and Instgram, LinkedIn, and Plurk in 1
study each.

This paper focuses only on English language so not many papers are found that
use SW and Plurk because they are written in Chinese language (language barrier).
The few studies on SW and Plurk that are included in our SLR are because the
studies were written in English. Furthermore, Flickr is used for image data,
YouTube is used for videos, and Meetup is a mobile application used for meetings
and office appointments. The reason why we have included few papers on Flickr
and YouTube is the use of the meta-data (textual information of images and videos,
e.g., titles, tags, and spatio-temporal features). Furthermore, a part of SNs news
Web sites, blogs, RSS feeds, Wikipedia are the major source of for EM data. But
our focus is on SNs, textual data in English language. Therefore, the studies using
images (Flickr), Videos (YouTube), blogs, and news Web sites have been not
included.

RQ2: What techniques and features are used for EM from SNs?

As per the findings of our research, the techniques that are mostly used in this era
are naive Bayes (NB) and support vector machine (SVM) classifiers that are used in
34 studies. The features used for SNEM include n-gram or co-occurrence of words
(reported in 33 studies), term frequency–inverse document frequency (TF-IDF)
(reported in 23 studies) are used mostly. Besides that “tokenization” is reported in
one study and is also “hash tags” has been reported in one study. However, Jaccard
similarity measure is reported by two studies, bag of word in four and part of speech
in ten studies.

4 Conclusions

This paper has described the use of the SLR process and protocols of SLR in detail,
which enabled us to find studies reporting for EM of SN textual content only. The
studies on EM of SN textual content and the analysis of 145 papers found as a result
of SLR were useful to answers the RQs. This SLR determined that 101 studies out
of 145 use Twitter (SN) to mine and analyze the daily life events, so Twitter is a SN
that is used more frequently for reporting, mining, and analyzing textual events as
compared to other SNs. According to this SLR, the other SNs that have been used
for SNEM are Flickr, Sina Weibo, YouTube, Facebook, Meetup, Instgram, Plurk,
and LinkedIn. It also been concluded by this SLR study that Sina Weibo is the
highest used SN in China but mostly in Chinese Language, and this SLR included
only 9 studies using Sina Weibo which are written in English. The aim of this paper
was to identify the useful features and techniques used for SNEM and analysis.
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Based on our data analysis, NB and SVM are the most used techniques. However,
the highly used features for SNEM are n-gram and TF-IDF.

So, as a result, Twitter is used at most for English textual SNEM as compared to
other SNs, and for Chinese language textual SNEM, Sina Weibo is highly used.
Furthermore, it can be concluded that techniques used for SNEM are SVM and NB,
and features are n-gram and TF-IDF.
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Personalized Learning Environment
(PLE) Experience in the Twenty-First
Century: Review of the Literature

Che Ku Nuraini Che Ku Mohd and Faaizah Shahbodin

Abstract In the fast-changing world of the early twenty-first century, education is
also changing. The use of ICT in education lends itself to more student-centered
learning settings. Given this changing landscape of teacher education, the purpose
of this chapter is to explore new educational approaches to enhance teachers’ ICT
capabilities in the twenty-first-century learning environment. The literature indi-
cates a brief explanation of twenty-first-century education about the roles of
(i) student, (ii) teacher, (iii) curriculum, (iv) classroom, and (v) information and
communication of technology (ICT). The new approach in education nowadays is
introduced, which is personalized learning environment (PLE). PLE enables
learners to organize their learning, provides the freedom to choose content, and
allows communication and collaboration with others easily. In conclusion, the
chapter concludes with recommendations for continued improvements in twenty-
first-century education in order to ensure the opportunities of higher education
remain open to as many students as possible.

Keywords Education � Information literacy � Twenty-first century � Technology �
ICT

1 Introduction

New technologies have significantly entered our lives, and online services offer the
opportunity for sustainable regional development. Electronic services offered by the
new information and communication technologies (ICT’s) have proved as an
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important tool in efforts to disseminate e-learning in modern education [1]. Given
advancements in Web technology, global agencies, organizations, and publishers
began proposing and promoting the use of standards for representing e-learning
content associated with e-learning systems or educational content [2]. E-learners
can metaphorically be considered as “organisms” in a virtual learning environment.
Their navigational behavior can be construed as movement directed by some factors
to enable them to achieve the learning goals [3]. The Internet had great impact on e-
learning due to the fact that it is an effective and economical medium for making
information available to dispread individuals [4]. The general aim of e-learning
platforms is to provide information and practical opportunities for students in order
to help them to increase their knowledge and skills on a particular topic [5]. The
world is changing rapidly in a lot of ways, but the dominant change is in ICT.
Knowledge of ICT is very important, especially for teachers and students because
without a good knowledge, it will be a constraint in implementing information
literacy in teaching and learning [6].

ICT can help deepen students’ content knowledge, engage them in constructing
their own knowledge, and support the development of complex thinking skills [7–9].
The various kinds of ICT products available and having relevance to education, such
as teleconferencing, email, audio conferencing, television lessons, radio broadcasts,
interactive radio counseling, interactive voice response system, audio cassettes, and
CD ROMs, have been used in education for different purposes [10–12]. The ability
to manage and deliver online courses has become an important aspect of the learning
models, and this importance has created a tremendous dependency upon e-learning
systems as educators strive to deliver quality education to their learners [4].

According to McLoughlin and Lee [13], digital-age students want an active
learning experience that is social, participatory, and supported by rich media.
Despite attempts by institutions of higher education to harness technology to
facilitate learning through online courses, college students more frequently drop out
of online courses than they do traditional, face-to-face courses [14]. The concept
and application of e-learning has become progressively more prevalent in educa-
tional settings ranging from modern post-secondary institutions to the smallest and
the most remote rural schools; in addition, e-learning systems now have an integral
role in many educational organizations [4].

The emergence of ICT has made it possible for teachers and students to col-
laborate with each other in diverse ways [15]. Today, the dimension emphasized in
the definition of the concept of education is the process of assisting students in
acquiring the skills to access and use information more than conveying the
knowledge from teacher to student. This traditional method not only fails to meet
the needs of modern society, but also excludes or at least neglects adult education
which is emphasized in the informal training process, but excluded at the definition
level should be expanded to include lifelong and unlimited education [16]. Today, it
is vital to design different materials in different teaching environments and to use
them for different purposes.
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2 Personalized Learning Environment (PLE)

Many techniques have been applied in e-learning application in order to predict the
learning route based on the learning knowledge behavior [17]. This technology-
based learning technique means, among several things, accessing through the
Internet short training modules that cover specific topics available as self-study
[18]. PLEs appeared as a new construct in the e-learning literature which finds its
support of social media and steadily gains ground in the e-learning field as an
effective platform for student learning [19]. PLE is not only a social landscape, but
also a personal space which belongs and controlled by the learner [20]. According
to the concept of a “social hub,” the social learning management system of the
study program focuses on connecting students’ PLEs [21]. As instructors and
instructional designers move toward personalized learning with the hope of
increasing learner motivation and ultimately learner achieving, research on best
practices for using technology to successfully accomplish this must be explored
because in its current state, the research in these areas is limited [22].

They are not only to seek information but also to share information by taking
advantage of digital and networked technologies [23]. In opposition to obsolete
learning theories and concepts, modern- and learner-centered concepts and
approaches such as personalized learning environments (PLE) and connectivism
have emerged [24]. The increase of personal computing technologies, primarily Web
2.0 technologies, has made it easier for learners to create their own learning systems
[25]. However, if students are not clear with their learning goals and are uncertain
how to appropriate, relevant technologies to achieve these goals, an effective PLE
would not occur at all [23]. PLE uses many content sources, applications, and tools
for qualified learning. In fact, PLE is often used in our online lives unintentionally.
People may use PLEs for formal and informal learning, sharing, communicating, and
collaborating with others. Social networks, bookmarks, start pages, blogs, etc., all
can be considered components of PLE. Furthermore, PLE is useful for:

• Socializing with other learners;
• Customizable content; and
• Different, easy, and interactive way for learning.

Thepersonalizede-learning systemhelps teacher to save a lot of time for learning and
helps the teacher to examine the learning progress of students [17]. PLEs need on the
one hand to focus on technical issues, regarding information exchange between services
and user interface problems [26]. The online environment is one application that has
been important for the development of connectivism. PLE is based on a connectivism
and design with connectivist principles. PLEs and connectivism share some common
traits. Common principles of connectivist learning and PLEs are as follows:

• Diversity;
• Autonomy;
• Interaction/Connectedness; and
• Openness.

Personalized Learning Environment (PLE) Experience … 181



2.1 SymbalooEDU—the Personal Learning Environment
Platform

SymbalooEDU is created in 2010. It is an educational version of the original
Symbaloo application founded in Holland in March 2007. It is a software appli-
cation that enables learners to organize, integrate, and share the online content in
one setting or personal learning environment (PLE). The platform also allows
educators to create mixes of tailored resources and share these mixes with students.
Once the Web sites are shared, students can integrate them into their own
SymbalooEDU PLE, where they are free to use, add and share content with their
peers and tutors. SymbalooEDU works by enabling users to simply construct
customizable tiles which are linked to URLs of online resources. Once the user has
created a grid of tiles or Web mix, it can be shared with others via email. Figure 1
shows the SymbalooEDU environment.

2.2 Liferay Portal Community Edition,
(http://www.liferay.com)

Liferay portal was created in 2000 and boasts a rich open-source heritage that offers
organizations a level of innovation and flexibility unrivaled in the industry. The
main objective of the portal is to enable live discussions with native speakers and
personal practice at transition between jobs, thanks to the integration in the PLE of
tools that can exchange data, such as online dictionaries, pronunciation, microb-
logging, video conferencing, multimedia, and discussion tools. In a political context
where social sites are often blocked, a PLE in which services can easily be replaced
by equivalent non-blocked ones is essential. The integration with mobile phones is
also important as part of the activities is carried out at a distance. Figure 2 shows the
screenshot of the PLE used in a French as a second language class at the Shanghai
Jiao Tong University.

Fig. 1 SymbalooEDU
environment
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2.3 The Hybrid Institutional-Personal Learning Environment
(HIPLE)

HIPLE context is an online course on e-Government. It is introduced by Peña-
López [27]. There are three characters in HIPLE. There is a character (ONcampus)
which is a student that, for unspecified reasons, just wants to access the virtual
campus to study and that everything that happens on the campus remains unknown
for the outer world. There is a second character (ictlogist) that is also a student and
uses several Web 2.0 tools for learning (call it a Personal Learning Environment or
PLE), among them Twitter, and just does not want to use two nanoblogging tools,
one on-campus and another one off-campus. A third character (OFFcampus) is a
professional working on e-Government such as use Twitter to interact with other
people on the field. Figure 3 shows the screenshot of the hybrid institutional-
personal learning environment (HIPLE). Basically, there are two conversations:

• Inside the campus, a closed conversation that neither
benefits from “outside” conversations nor contributes to
them. Including the student remaining unknown to other
people on the field.

• Outside campus, an open, but not-permeating-the-campus
conversation and that forces some people
attend two conversations on the same field, mostly with
different people but similar purposes.

Fig. 2 Screenshot of the PLE
used in a French as a second
language class at the Shanghai
Jiao Tong University
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2.4 The PLExus Prototype

PLExus prototype is created by Kolås and Staupe [28]. PLExus provides a student
interface allowing customized views of learning objects and learning activities
based on pedagogical method, media type, learning objective type, proficiency
stage, etc. In a pedagogical-based PLE-like PLExus, the student is able to customize
the learning environment. This requires that learning objects (LO) and learning
activities (LA) are saved and retrieved in such a manner that one student could
reach the learning objective through a presentation, while other students reach the
same learning objective through example discovery, demonstration, or collabora-
tion [29]. Figure 4 shows the conceptual model of PLExus. The conceptual model is
built around the use of topic maps, since the topic maps are suitable as the core of a
powerful PLE with information administration, search, and navigation as important
components.

Fig. 3 Screenshot of the
hybrid institutional-personal
learning environment
(HIPLE)

Fig. 4 The conceptual model
of PLExus
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3 Twenty-First Century of Education in Malaysia Context

The term “twenty-first” has become an integral part of educational thinking and
planning for the future. However, despite learning about the skills that students will
need to develop to become successful in the twenty-first century, as well as what
beliefs about education may be worth hanging onto or throwing away, schools and
teachers are left trying to figure out what their role needs to be in the education of
their twenty-first-century students. In the twenty-first century, teachers have to
develop their systematic thinking by coordinating the various components for
creating new learning environments which are included curriculum, content, stu-
dents, teaching and assessment methods, and technology [30]. In this context,
education systems, besides constantly developing to meet the needs of the current
era, have been obliged to focus on the future and to go beyond the needs of the
current era.

Malaysian students are below par when compared to their contemporaries in
other countries, acknowledged Education Minister II Datuk Seri Idris Jusoh.
Although literacy rates were rising in Malaysia, it was vital to assess and compare
the Malaysian education system against international standards. During the 18th
Malaysian Education Summit, literacy rates are raised in Malaysia, and it is vital to
assess and compare our education system against the international standards. Out of
74 countries, Malaysia ranked in the bottom third in the Program for International
Student Assessment (PISA) 2009+. This is below the international and OECD
(Organization for Economic Co-operation and Development) [31].

Idris stated that the need for the Education Blueprint is justified in the context of
raising international standards, the government aspiration of better preparing
Malaysian children for the needs of the twenty-first century, increased public and
parental expectations of education policy. The Higher Education Blueprint will also
be introduced in order to ensure consistency with the primary and secondary
education system and allow for seamless progression in terms of educational
offerings, opportunities, and advancement. The Higher Education Blueprint will
address challenges such as empowering university governance, democratizing to
higher education, and improving graduate employability. Malaysia Education
Blueprint (MEB) has offered a vision of the education system and students’ aspi-
rations that Malaysia both needed and deserved and outlined eleven strategic and
operation shifts that would be required to achieve that vision.

Education is a key area that is crucial toward achieving the country’s aspirations
of becoming a high-income, knowledge-based nation by 2020. There is no doubt
that new educational technologies are always charged with exciting pedagogical
properties and there is an understanding of the type of knowledge learners ideally
need to develop in the twenty-first century. Realizing the future that we want for our
national education, the Ministry has introduced 11 shifts to transform our education
system. These shifts include introducing new initiatives and strengthening existing
ones. Each shift complements and supports the 5 aspirations of the Education
Blueprint, which are access, quality, equity, unity, and efficiency.
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3.1 Student

The focus of student learning in this classroom is different. The focus is no longer
on learning by memorizing and recalling information, but on learning how to learn.
Now, students use the information they have learned and demonstrate their mastery
of the content in the projects they work on. Students learn how to ask the right
questions, how to conduct an appropriate investigation, how to find answers, and
how to use information. The emphasis in this classroom is on creating lifelong
learners. With this goal in mind, students move beyond the student role to learn
through real-world experiences.

Teachers will use a variety of performance-based assessments to evaluate student
learning. Tests that measure a student’s ability to memorize and to recall facts are
no longer the sole means of assessing student learning. Instead, teachers use student
projects, presentations, and other performance-based assessments to determine
students’ achievement and their individual needs. The goal of the twenty-first
century is to prepare students to become productive. As lifelong learners, they are
active participants in their own learning. They seek out professional development
that helps them to improve both student learning and their own performance.

3.2 Teacher

Teaching in the twenty-first century has to require an emphasis on understanding
how to use information technologies. Teachers need to instruct students on com-
puter usage, to legitimate methods of Internet research, and how to identify useful
information. Additionally, this focus on technology can open up a world of new
resources to support traditional teaching methods, such as the incorporation of
software programs in the classroom. The new approaches, such as focusing on
thinking skills rather than technical skills and providing various contexts different
from ordinary classroom lessons, help teachers to develop adaptive expertise [30].

Teachers are no longer teaching in isolation. The teacher, the school, and the
textbook companies can individualize instruction for the different types of learners
[23]. The teachers also have been equipped to face the challenges and complexities
of the teaching and learning in the twenty-first century; and what directions should
be taken to better prepare the new generation of teachers [30]. They now co-teach,
team teach, and collaborate with other department members. Teachers know that
they must engage their students in learning and provide effective instruction using a
variety of instructional methods as well as technologies. To do this, teachers keep
abreast of what is happening in the field. As lifelong learners, they are active
participants in their own learning. The new direction of ICT education for teachers
lies primarily in the development of a set of adaptive and transferable knowledge
and skills, so that teachers are better able to adapt to the challenging and complex
nature of future learning environments [30]. However, effective school reform
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begins by taking existing practice as a way of tapping into what motivates teachers
as a starting point for change [32].

3.3 Curriculum

The curriculum must become more relevant to what students will experience in the
twenty-first-century workplace. To develop intentional learners, the curriculum
must go beyond helping students gain knowledge for knowledge’s sake to engaging
students in the construction of knowledge for the sake of addressing the challenges
faced by a complex and global society. Teachers today are stressed by the current
state of affairs in education, and many feel that they do not have the time to design
and deliver a twenty-first-century curriculum. They feel pressured to teach to the
test, putting their students and themselves through a regimen of memorizing huge
amounts of facts so that they can pass their standardized tests.

According to the Ulriksen’s concept, “implied student” to be a useful one
because it allows us to acknowledge that we make many assumptions about stu-
dents, what they will be like, what they will know, how they will learn, and how
they will interact [33]. Different program structures and modes of study are asso-
ciated with different understandings of the implied student and we base important
decisions about curriculum upon those assumptions. Students are expected to draw
on various knowledge bases, integrate them, conduct increasingly more sophisti-
cated analyses as they progress through college, and use their integrated knowledge
to solve complex problems.

3.4 Classroom

In the twenty-first-century classroom, teachers are facilitators of student learning
and creators of productive classroom environments, in which students can develop
the skills they might need at present or in future. An interactive teacher is by
definition one that is fully aware of the group dynamics of a classroom. As Dörnyei
and Murphey [34] explained, the success of classroom learning is very much
dependent on:

• How students relate to each other and their teacher;
• What the classroom environment is;
• How effectively students cooperate and communicate with each other; and
• The roles not only the teacher plays, but also the learners engage in.

According to Harmer [35], the term “facilitator” is used by many authors to
describe a particular kind of teacher, one who is democratic (where the teacher
shares some of the leadership with the students) rather than autocratic (where the
teacher is in control of everything that goes on in the classroom), and one who
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fosters learner autonomy (where students not only learn on their own, but also take
responsibility for that learning) through the use of group and pair work and by
acting as more of a resource than a transmitter of knowledge.

3.5 Information, Media, and Information Communication
and Technology (ICT) Literacy

E-learning may therefore be a tool for direct transmission of knowledge, without
spatial limitations, knowledge that is needed to formulate the philosophy toward all
crises which follow one another in the early twenty-first century [1]. Information
technology is undergoing a technological revolution that is very fast. This is
because the technology has become a media medium to deliver information and
communication, especially in teaching and learning in this cyber era. Programs that
are largely ICT skill-based are unlikely to prepare pre-service teachers to learn how
to deal with the problem of complexity-making intimate connections among con-
tent, pedagogy, and technology [36]. If the student refuses and did not follow any
course on information technology, they are not likely to know how to use the latest
information technology tools [6]. The nature of technologies for teaching and
learning has become increasingly social, collective, and multi-modal since the
emergence and rapid adoption of Web 2.0 and cloud technologies [30]. At the same
time, technology transfers some responsibility for learning for students [20]. Al-
Khasawneh et al. [37] reported that the use of the Internet has contributed to
education, such as providing the opportunity to improve quality and to study in a
broader context. Peters [38] noted that the progress of the Internet has brought
positive changes to the way teachers’ teach, students’ learn and communicate.
Internet revolution does not only find information globally, it even forges closer ties
between human to communicate.

However, any expectation that teachers would or could change to constructivist
practices is problematic, because it was based much less on evidence than on
wishful thinking and speculation [39, 40]. Many factors simultaneously influence
teaching practice, which means that predicting change in this practice can never be
a completely certain affair. ICTs have been in schools for a number of years, and
teachers’ lack of constructivist practices with ICT can now also be interpreted as a
disconnection between the theoretical conceptualizations of how ICT should be
used in schools and the day-to-day reality of teaching with ICT [41]. Livingstone
[42], states in the application of ICT in teaching and learning, knowledge and skills
are of key importance. This is because without the knowledge and techniques in the
search of information resources, information literacy cannot be applied in teaching
and learning. Educators and students have to turn to ICT, particularly the Internet to
enable them to become independent thinkers and effective decision makers [43].
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4 Impact on Education in Malaysia

Primary and secondary school education standards in Malaysia need to improve,
particularly so in bridging the gap between urban and rural areas. This is to ensure
that access comes together with quality education of international standards. The
challenge was producing knowledgeable, competent, and globally competitive
human capital. The solution to this is the Malaysia Education Blueprint
(MEB) 2012–2025, which was launched as well as the soon to be released National
Education Blueprint for Higher Education 2015–2025 (Higher Education
Blueprint).

Malaysia has consistently demonstrates high levels of expenditure on education.
This has resulted in almost universal access to primary education and significant
improvements in access to secondary education. However, the current review has
shown that we need to invest on factors that have the highest impact on student
outcomes. The rapid penetration of increasingly sophisticated technologies into
every facet of society is causing significant shifts in how, when, and where we
work, how individuals, companies, and even nations understand and organize
themselves, and how educational systems should be structured to prepare students
effectively for life in the twenty-first century [44].

5 Conclusion

The new role of the teacher in the twenty-first-century classroom requires changes
in teachers’ knowledge and classroom behaviors. If students are to be productive
members of the twenty-first-century workplace, they must move beyond the skills
of the twentieth century and master those of the twenty-first century. Teachers are
entrusted with mastering these skills as well and with modeling these skills in the
classroom. The characteristics of the twenty-first-century classroom will be very
different from those in the classrooms of the past because the focus is on producing
students who are highly productive, effective communicators, inventive thinkers,
and masters of technology.

It would most likely require a shift in emphasis within the syllabus, from specific
content knowledge toward non-cognitive outcomes, values, and citizenship edu-
cation, as well as a strong emphasis on informal learning [45]. Professional
development in support of these constructivist practices would also need to allow
for the depth and complexity of teachers’ commitment to their current approaches to
teaching.
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Social Networks Content Analysis
for Peacebuilding Application

Muniba Shaikh, Norsaremah Salleh and Lili Marziana

Abstract Peace provides the freedom to express our views, to relate with others
people and create cooperation, and social networks (SNs) provide that platform.
SNs can play a very important role to improve peacebuilding (Pb) applications as
current peace-related studies witness that violence- and Pb-related reports are
communicated through different SNs applications. People and victims of the con-
flicts make use of SNs and its applications to cast their concerns. However, the
major setback of these SNs is to manage the huge amount of SNs data and to extract
the topic specific (Pb related) information. There is lack of research done on SNCA
by Pb perspective. Therefore, the objective of this research is to perform CA, means
to identify which (SN) what (data) how (to extract)? Furthermore, what features and
techniques should be used for content analysis (CA) of Pb-related data? This
research proposes framework for automatic SNs data extraction (DE) and CA to
achieve our objective. The proposed framework shows that Twitter is most popular
SN for Pb CA purpose and proposed framework presents the searching criteria and
custom filters to extract the topic specific data. Moreover, the research proposes to
use lexical analysis (LA) method to extract the SNs features, first-order context
representation (CR) technique to represent the context of the extracted features,
DBSCAN clustering algorithm for data management by making different clusters,
ranking algorithm, Log-likelihood ratio, and SVM techniques for CA and classi-
fication. The proposed framework aims to help in conducting SNCA to support Pb
application in order to take important information from the sea of SNs data to
predict violence-related information or incidents that will help peacekeepers for
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communicating and maintaining peace-related news (may it be natural disaster or
manmade terrorism activities) around the world.

Keywords Peacebuilding (Pb) � Social networks (SNs) � Content analysis (CA) �
Data extraction (DE)

1 Introduction

Peace is the spirit of mankind’s existence; it is a foundation of our survival and
achievement as a species. Peace provides us the freedom to express our views, to
relate with others people and create cooperation.1 At the same time, social networks
(SNs) provide the platform to connect, meet, share ideas, knowledge, and experi-
ence [1]. SNs become one of the major communication channels now a days that
millions of people around the world are using SNs in their daily life. According to
Dambach [2], ‘the ultimate objective of Pb is to reduce and eliminate the frequency
and severity of violent conflict’. However, since more than past six decades, many
countries of the world are facing conflicts, violence, wars, and other type of these
problems. Still there are no specific answers of the questions that what tasks, tools,
and techniques peacebuilding (Pb) entails [3]. Many profit and non-profit organi-
zations are working on Pb strategies to overcome these problems. However, there is
a lack of research on CA of SNs data to support Pb application. Content analysis
(CA) is a method to carry out the research to inspect artifact of social communi-
cation. CA is a bundle of procedures that draw a valid inference from the text [4].
Therefore, this research proposes the SNs data extraction (DE) and CA framework
to extract Pb-related data reported through SNs and to conduct analysis of the data
to predict important patterns. The overall purpose of CA is to extract context from
the content that is being analyzed by knowing the fact that ‘Who (says) What (to)
Whom (in) what Channel and (with) What Effect?’ [5].

Therefore, this research proposes the DE and CA framework that aims to answer
the RQs; How to extract SNs topic specific data?, What are the ‘searching criteria,’
pre-processing methods, what are the important SNs attributes or features?, how to
extract context from SN content and finally what techniques should be used for
clustering and classification of SN content? The proposed DE and CA framework
represents the DE procedure and clustering, context analysis, and representation
techniques. These techniques can help in giving context to content in order to take
important information to predict Pb- or violence-related information and incidents
and, at the same time, can be used by the peacekeepers for communicating early
updates (warnings) about incidents may it be natural disaster or manmade terrorism
activities to support Pb applications.

1http://worldunderstandingandpeace.com/2007/11/19/peace-some-thoughts-on-peace-what-is-peace-
and-how-important-is-peace-in-our-life/.
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The remainder of the paper is organized as follows: Sect. 2 summarizes the
literature review; Sect. 3 describes the problem addressed by this research; Sect. 4
presents the proposed DE and CA framework and answers the RQs; and finally,
Sect. 5 provides conclusion of this research.

2 Literature Review

2.1 The Role of SNs in Non-profit Organizations

The papers [6, 7] describe that how SNs can be so helpful or useful for non-profit
organizations (such as NGOs, social workers, charity organizations) for supporting
people. Furthermore, SNs and social media (SM) can be used for large enterprises to
connect professionals. Now a days, these technologies are revolutionising company
intranets, so these papers conclude that SNs can provide great help for non-profit
organizations and for work. Therefore, in this research, the power of SNs is intended
to use for Pb purpose besides with other machine learning and ICT tools.2

2.2 SN Content Analysis Tool

Ushahidi3 is a Swahili word that means testimony orwitness; it is non-profit company
that develops open source softwares for information collection, visualization, and
interactive mapping.4 Ushahidi is a platform for people to share any information,
stories, or evidences that they have got related to crisis, through SMS or email.
Ushahidi is most relevant software to our research but the focus of our research and
Ushahidi is different, because Ushahidi project focuses moreover on crisis mapping
and visualization, as per our focus is on conflict resolution and peacebuilding.
However, Ushshidi is a very big and open source project that has many applications
and APIs, so we will try to use some of its APIs that are relevant to our research.

3 Problem Statement

As SNs become today’s fastest media of communication, they play a vital role in
spreading news and information throughout the globe in no time. However, the major
setback of these SNs is to manage the huge amount of SNs data and to extract the

2http://www.simplysmile2012.com/. Last checked on Dec’12.
3http://ushahidi.com/about-us. Last checked on Dec’12.
4http://en.wikipedia.org/wiki/Ushahidi.
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topic-specific (Pb-related) information. There is lack of research done on SNCA by Pb
perspective. Therefore, the objective of this research is to perform CA, means to
identify which (SN) what (data) how (to extract)? Furthermore, what features and
techniques should be used for CA of Pb-related data? Thus the ultimate aim of
proposing DE and CA framework is to manage SNs content, cluster, and classify data,
as per the topic, nature (positivity, negativity, threat, etc.) that will help in Pb appli-
cations and organizations to provide early warnings to people in case of any threat.

4 Proposed Social Networks Content Analysis and Data
Extraction Framework

The proposed framework describes CA and DE framework to extract the Pb-rele-
vant data from SN such as Twitter and presents the CA process and techniques as
shown in Fig. 1. Data play very important role for CA, if data are not relevant then

Fig. 1 Twitter data extraction and content analysis framework

196 M. Shaikh et al.



whole process can produce unexpected results (corrected but not relevant to that
context). Therefore, DE framework needs to be proposed in order to extract topic-
specific data [8]. CA framework shows how to perform the analysis on extracted
data and what will be results.

1. Step-01: Select SN: The first step is to choose SN based on research era. So, in
this research, Twitter has been selected as a main SN because it is most fre-
quently used SNs in Pb incidents [9–11].

2. Step-02: Select Searching Criteria: Twitter has too much data, so it needs to be
chosen what kind of data is required. So, for Twitter data, searching criteria is
defined as follows: As we are interested in only tweets related to Pb era, we can
choose among three searching criteria listed above to narrow down the number
of tweets and extract the tweets that are related to Pb era only.

(a) Select Search Term: This criteria can be applied to extract tweets based on
specified ‘search term (ST)’. For example, if someone wants to extract
tweets that only contain ST such as ‘Pb’ or ‘peace’. So, by applying this
searching criteria, the only tweets will be extracted that contains the
specified Pb ST.

(b) Select Tweet in a List: This criteria can be applied to extract tweets only
from a specific list (group of users).

(c) Select User Tweet: This criteria can be applied to extract tweets only from
a specific ‘users’ that are chosen.

As a sample data, the ‘Tweet in List’ option is selected. The purpose of selecting
this searching option is to extract data only from a specific list (group of users).
We created a separate list and named as ‘Prayforpeace’. ‘Prayforpeace’ list only
contains users that are tweeting about ‘peace activities’ or ‘peace application’.
‘Tweet in List’ searching option allows to choose and save only tweets from that
specific list (Prayforpeace) and whenever there is a new tweet of any user from
that list, it will be automatically saved in database as new record or in excel as
new row. One can choose any searching criteria as per one’s need. The next step
is to apply custom filters.

3. Step-03: Apply Custom Filters: It is very important to apply filters in order to
remove noise and unwanted data or tweeter attributes, as a single tweet can
contain 70–200 attributes (fields). In step1, ‘searching criteria,’ some sort of
filters are already applied by selecting ‘specific list of tweets’ to select specific
tweets. However, there is still need to apply customize filters in order to delete
unwanted attributes or fields from each tweet. Custom Filters consist of three
pieces as shown in Table 1 that need to be filled out in one custom filter, which
are the following:

Table 1 Twitter custom filter
samples

# Field Condition Value

1 Text Text contains Peace

2 User name Text—exactly matches Ken Banks
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• Field: This tells what specific field or tweeter attribute needs to be checked
for data to filter off of. This research identifies some most important features
for Pb-related data based on our pilot study [11–13] that are the following:
‘text (tweet),’ ‘time,’ ‘date,’ ‘location,’ ‘user id,’ ‘user’s full name,’ ‘user
screen name,’ ‘followers count,’ ‘following count,’ ‘url,’ ‘image,’ etc.

• Condition: The logic applied by your filter. The conditions are actually the
criteria of data selection. The list of conditions is the following:

– Text—Exact Matches,
– Text—Not Exact Matches,
– Text—Contains,
– Text—Not contains,
– Text—Starts with,
– Text—Not Starts with,
– Text—Ends with,
– Text—Not Ends with,
– Number—Greater than, and
– Number—Less than.

• Value: This is the value your filter checks against the condition and attribute,
as shown in Table 1.

More than one filters can be created as per need with ‘AND’ and ‘OR’ conditions.
For example, Twitter attribute called ‘text’, which is the actual tweet content, can be
chosen in the ‘field’ and the ‘condition’ can be ‘text contains’ (any one condition
from the list), and ‘Value’ can be ‘peace’, as shown in Table 1 (row-1). Once the data
are extracted from Twitter and filtered, then the filtered data will be stored directly to
the excel file or in Mysql database and also forwarded to lexical analyzer.

4. Step-04: Lexical Analysis: Lexical analysis (LA) is based in extracting lexical
features that are single words or word pairs [14, 15]. Lexical features are the
textual words found in any data set without and any grammatical information.
The list of Lexical feature is given below:

(a) Unigrams: Unigrams are single words that occur n times or most fre-
quently occurring words [14, 16].

(b) Bigrams: Bigrams are two single words (2 unigrams) occur together in
same sequence, may contain intervening words between them [17]. For
example: ‘social networks’ and ‘networks social’ are two separate bigrams
because the sequence of words is different. In ‘social contacts can be easily
found by online networks’, in that sentence the two words (social & net-
works) are same (1 bigram) as intervening words between the two words
(social & networks) will be ignored.

(c) Co-occurrences: Co-occurrences are simply unordered bigrams. For
example, ‘social network’ and ‘network social’ will be two occurrence of
the same word and can also ignore the actual intervening in the actual data.

(d) Target co-occurrences: Target co-occurrences are those unordered bi-
grams that contain the specific target word.
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5. Step-05: Context Representation (CR): In this step, the processed data will go
under transformation process to provide the context to content. The processed
data had been broken into smaller chunks of data (semantic or lexical features)
by giving different tags.

• First-Order context Representation is one kind of CR that shows the direct
relationship between ‘words’ or direct connection between the ‘nodes’
(entities, words). In first-order representation, each ‘context’ is represented
by a ‘row’ and ‘lexical features’ as ‘columns’ in the matrix. The frequencies
of each feature should be calculated and placed in the matrix. The context is
represented by the matrix values.

6. Step-06: Clustering and Evaluation: This research uses density-based spatial
clustering application with noise (DBSCAN) for clustering the data. Based on
the results of ‘lexical analysis’ and ‘context representation’ steps, the data are
divided into different clusters by DBSCAN. After finding the relevant clusters of
documents, the next step is evaluation of data. The evaluation can be done by
finding the associations (links) between the lexical features and contexts on
which the clusters are made (distinguished).Therefore, this research uses
Ranking Algorithm and Log-likelihood ratio [18] to find associations or links
between the lexical features. Furthermore, this research use SVM algorithm as it
is one of the top 10 classification algorithms [19]. Classification algorithm is
used to train the classifier on small knowledge base or training data. The ranking
algorithms can be used to find the most important features or for rating the
features that helps in information verification and comparison. Finally, the data
are absolutely structured with much more context that facilitates users to pri-
oritize the information. The input data have been completely transformed into
useful knowledge and that knowledge will be saved in knowledge base for
future use and will be displayed to user interface.

5 Conclusion

This research proposed the framework for SNs CA and DE for extraction and
analysis of the Pb (topic specific) data. Based on our literature review, the given
framework has been proposed which results that Twitter is most used SN for CA.
However, the most used SN features are time, location, user id, and text.
Furthermore, CA framework proposes to use SVM, ranking algorithm, Log-like-
lihood ratio, and DBSCAN clustering techniques for SNCA. Clustering helps data
management and easy retrieval of information. The ultimate aim of this proposed
framework is to assist the Pb applications by organizing and analyzing SNs content.
The proposed framework can be used to extract data and perform CA for any topic
other than Pb as well.
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Tree-base Structure for Feature Selection
in Writer Identification

Nooraziera Akmal Sukor, Azah Kamilah Muda, Noor Azilah Muda,
Yun-Huoy Choo and Ong Sing Goh

Abstract Handwriting is individualistic where it presents various types of features
represent the writer’s characteristics. Not all the features are relevant for Writer
Identification (WI) process and some are irrelevant. Removing these irrelevant
features called as feature selection process. Feature selection select only the
importance features and can improve the classification accuracy. This chapter
investigated feature selection process using tree-base structure method in WI
domain. Tree-base structure method able to generate a compact subset of non-
redundant features and hence improves interpretability and generalization. Random
forest (RF) of tree-base structure method is used for feature selection method in WI.
An experiment is carried out using image dataset from IAM Hand-writing
Database. The results show that RF tree successively selects the most significant
features and gives good classification performance as well.
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1 Introduction

Handwriting analysis is divided into two: handwriting identification (HI) and
handwriting recognition (HR). HI is used to identify the writer of the given
handwritten document while HR deals with the content and meaning of handwritten
text. There are two models in HI: writer identification (WI) and writer verification
(WV). WI is a process to determine the writer of a given handwriting sample and
WV determines whether the samples are belong to the same writer or different
writer [1, 2]. This study is focused on the WI domain.

Handwriting sample consisted of various types of features. These features are
unique due to the writer’s characteristics to individuality, thus causing challenges in
the identification process. Some features are irrelevant, not provided useful infor-
mation and decrease the performance of a classifier. To solve the main issue in WI
which is to acquire the significant features reflect the author, feature selection
process was applied. Feature selection is a process to identify and select the most
significant features from presented features in handwriting documents and eliminate
the irrelevant features. The selected features give major impact to the identification
process and hence, increase the classification accuracy.

The structure of this chapter is as follows: Section 2 describes the feature
selection process in WI followed by Sect. 3 that explains the random forest tree
method for feature selection process. A simulation experiments and the results are
presented in Sect. 4. Section 5 provides the experimental discussion and finally
conclusion is elaborated in Sect. 6.

2 Feature Selection

Feature selection is a process to select the most significant features and eliminate
the useless one from the raw data. The main objective of the feature selection
process is to obtain the most minimal size subset of features as long as the clas-
sification accuracy does not significantly decreased and the result of the selected
features class distribution is as close as possible to original class distribution [3].
Feature selection method does not alter the original representation of variable, but
merely selects a subset of them. Practical experience has shown that presented of
too much irrelevant and redundant information will degraded performance of a
classifier [4].

There are three types of feature selection method: filter method, wrapper method,
and embedded method [5]. Filter method scores the relevance features and removes
the low-scored features, while wrapper method used an induction algorithm by
exploring the space of features subsets to estimate the merit of feature subsets.
Simultaneously, the selection process in embedded method is done inside the
induction algorithm, being far less computationally intensive. Embedded method is
used to explore on feature selection process to identify the significant features, and
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tree structure-based method is decided to use due to its unique structure growing
un-prune splitting branches into a proper tree. An algorithm and framework of
random forest (RF) of tree structure-based method are applied for feature selection
process. RF tree is one of the embedded methods where it is involved classification
and regression tree (CART) during the development of tree.

Implementation of feature selection process after feature extraction task has
significantly improved the classification accuracy [4]. This study adopted traditional
framework of WI with an additional task; feature selection process takes place
between feature extraction task and classification task. Figure 1 shows the frame-
work used in the experiment.

During feature extraction phase, the handwriting attributes that are obtained
would enable to differentiate the writing style of different writers. Word images are
extracted by using the United Moment Invariant (UMI) [6] that represents the word
features. UMI is used because it can be applied in all conditions with a good set of
discriminate shapes features [7]. UMI has a capability in the description of image
shape where it can find the similar unique features for the same class (writer). Good
features are those that satisfy the two requirements which are the small intra-class
(same writer) invariance and the large inter-class (different writer) invariance [8].

The classification process is used to find the best class that is closest to the
classified pattern. This process is important in order to verify how effective the
proposed method is used as the feature selection method. Random forest (RF) tree
is selected as the classifier in this study because it is proven that RF tree is an
effective classifier in WI in previous studies. The performance measurements for
evaluating the performance of these feature selection methods depend on the
number of selected features and the classification accuracy.

3 Random Forest Tree

Random forest (RF) tree is introduced by Breiman in 1983. The RF tree is an
ensemble learning method consisted of a bagging of un-pruned decision tree
method for CART. Each tree is constructed using a different bootstrap sample from
the original data. The bootstrap sample is one-third of the cases left out of the
training data and not used in the construction of the tree. This is called as out-of-bag
(OOB) data.

In the classification trees, input feature vector is classified in every tree in the
forest, and output is referred to the class that received the majority of “votes.”While
regression trees, feature vector is classified according to the average of the

Pre-processing
Feature 

Extraction Classification
Feature 

Selection

Fig. 1 Framework of study

Tree-base Structure for Feature Selection … 203



responses over all the trees in the forest. This study uses the regression tree of RF
tree because of the nature of the handwriting data which is obtained from the
measuring process. Regression calculates relationship between predictors and
response variables;

ŷ ¼ TðxÞ ¼
XM

m¼1

ĉmIðx 2 bRmÞ ð1Þ

where

ŷ = training set
T(x) = tree
M = bagging
ĉm = prediction error
R̂m = impurity measurement

To gain prediction error, the algorithm is as follows:

ĉm ¼ 1
Nm

XM

xi2Rm

yi ð2Þ

where

Nm = number of samples
y = testing set

The factor used to estimate the importance of variable is the OOB error to
estimate the prediction error and measured the variable importance (VI) through
permutation. OOB is used to get a running unbiased estimate of the classification
error as trees are added to the forest. The importance of features will be measured
by the factor of VI and the mean square error (MSE).

The VI analyzed and revealed the important features by predicting correct
classification of RF tree based on the OOB data while MSE is the squared error for
OOB vectors, averaged over all ensemble trees and is divided by the standard
deviation taken over the trees, for each variable. During constructing the trees, each
branch is split according to the VI value. The OOB error is computed as well as the
squared error for OOB (MSE). Then, the average of the value of each predictor
(feature) is computed. To select the important features, the VI value of each pre-
dictor is compared with the MSE value. The predictors that contained high values
of the VI and the MSE are the significant features. When the MSE value is high, the
invariance of the same writer is smaller than the different writer. To identify the
writer, the similarity error for intra-class must be lower than the inter-class [9]
because of having the small intra-class invariance indicates closeness to the real
author. Table 1 shows the comparison of the traditional RF algorithm with the
proposed RF algorithm.
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4 Experiment and Result

This section provides explanation about experiment that performs the random forest
tree as feature selection method.

4.1 Dataset

The experiment is executed using the dataset from the IAM Handwriting Database
which contained samples of English word handwritings. Only 60 classes out of 657
classes were used to be experimented in this work. From these classes, 4400 instances
are collected. Refer to Fig. 2, 4400 instances were divided randomly into five groups
to form the training and testing data in the classification task. Each set of data will be
divided to 80 % for training data and 20 % for testing data.

This experiment uses discretization data as it was proven that it can lead to the
better accuracy in classification phase compared with the undiscretized data [7].
Discretization is a process of dividing or classifying the continuous attributes into
one of the regions or intervals. The values that are lying in each interval are
mapping to the same value for converting the numerical value that can be treated as
being symbolic [10]. The discretization process took place between feature
extraction process and feature selection process in the WI. The method of equal
width binning was used in the discretization process that is performed on the feature
vectors extracted before passing them to the feature selection process.

The experiment was conducted using MATLAB® Software, Version 7.9
(R2009b), for feature selection process and Waikato Environment for Knowledge
Analysis (WEKA) 3.7.4 for classification process.

Table 1 Comparison between traditional RF and proposed RF

Traditional RF algorithm Proposed RF algorithm

1. Draw ntree bootstrap samples from the
original data

1. Draw ntree bootstrap samples from the
original data

2. From bootstrap samples, grow an un-
pruned classification or regression tree

2. From bootstrap samples, grow an un-
pruned classification or regression tree

2.1. At each internal node, randomly select
mtry predictors and determine the best split
using only these predictors (bagging can
be thought of as the special case of the
random forests obtained when mtry = p,
the number of predictors)

2.1. At each internal node, randomly select
mtry predictors and determine the best split
using only these predictors where each of
the split is based on the VI value

3. Predict new data by aggregating the
predictions of the ntree trees (majority votes
for classification, average for regression)

3. Compute the MSE value by averaging over
all trees for each variable

4. Final prediction generates important
features containing the VI ≥ MSE value
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4.2 Experimental Result

See Tables 2 and 3.

4.3 Comparison with Other Method

See Tables 4 and 5.

Fig. 2 Data collection for training and testing

Table 2 Experiment result of discretized dataset

Random forest tree on discretized dataset

Execution #1 #2 #3 #4 #5 Intersection

Set A Feature f1, f3, f4 f1, f3 f1, f3 f3 f3 f3

Classification (%) 99.10 99.10 99.10 99.32 99.32 99.19

Set B Feature f3 f1, f3, f4 f3 f1, f3, f7 f1, f3 f3

Classification (%) 99.53 99.30 99.53 99.30 99.30 99.39

Set C Feature f1, f3 f1, f3, f4 f3 f1, f3, f4 f1, f3 f3

Classification (%) 99.09 99.09 99.89 99.09 99.09 99.25

Set D Feature f1, f3 f3 f1, f3 f3 f3, f4 f3

Classification (%) 98.79 99.56 98.79 99.56 99.12 99.16

Set E Feature f1, f3 f1, f3 f1, f3 f1, f3 f3, f7 f3

Classification (%) 98.98 98.98 98.98 98.98 98.98 98.98
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5 Experiment Discussion

The experiments of each dataset are conducted in five executions in order to gain
the most significant results. There are two measurements used to verify the per-
formances of the RF tree during the feature selection process; the number of fea-
tures selected and the classification accuracy are discussed below:

(a) Number of Feature

The number of features is the primary consideration of this study. Table 2 shows the
number of features selected by the RF tree using the discretized dataset, and Table 3
shows the number of features selected by the RF tree using the undiscretized
dataset. Based on the feature selection results, it is shown that this feature selection
method succeed to select the most significant features and eliminate the useless
ones for both type of datasets.

Based on the result, it is shown that this feature selection method yields different
subsets of importance features on both type of dataset. According to the Table 2, all
the sets (A, B, C, D, and E) yield the third feature (f3) as the most importance
feature. It is however a different situation with the results shown in Table 4. All the
sets produced first feature (f1) and third feature (f3) as the unique features except
the set D which produced the first feature (f1), the second feature (f2), and the third
feature (f3).

It is worth mentioned that although this feature selection method yielded dif-
ferent features in every execution of each dataset, they seem to always include the
third feature (f3) in their results. Therefore, it can be concluded that the third feature
(f3) is the most significant feature, and it is chosen as the significant unique feature
in order to proof the individuality of the handwriting.

Table 3 Experiment result of undiscretized dataset

Random forest tree on undiscretized dataset

Execution #1 #2 #3 #4 #5 Intersection

Set A Feature f1, f3,
f4, f5

f1, f2,
f3, f8

f1, f3, f4 f1, f2,
f3, f5

f1, f2, f3,
f5, f8

f1, f3

Classification (%) 45.65 45.31 45.76 46.55 46.33 45.92

Set B Feature f1, f3, f8 f1, f3, f5 f1, f3, f5 f1, f3, f6 f1, f3, f4 f1, f3

Classification (%) 47.94 47.94 47.94 48.06 48.30 48.04

Set C Feature f1, f2,
f3, f5

f1, f2, f3 f1, f2, f3 f1, f3, f4 f1, f3, f5 f1, f3

Classification (%) 40.71 40.59 40.59 40.82 40.02 40.55

Set D Feature f1, f2,
f3, f4

f1, f2, f3 f1, f2, f3 f1, f2,
f3, f5

f1, f2, f3 f1, f2, f3

Classification (%) 30.98 30.43 30.43 30.21 30.43 30.50

Set E Feature f1, f2, f3 f1, f3, f5 f1, f3, f4 f1, f3, f5 f1, f3, f5 f1, f3

Classification (%) 39.34 38.32 40.36 38.32 38.32 38.93
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Table 4 Comparisons with other techniques using discretized dataset

Discretized dataset

Method Criteria Set A Set B Set C Set D Set E Intersection

CFS Number of
selected
features

6 6 6 5 6 4

List of
selected
features

fl, f2,
f3, f5,
f7, f8

fl, f3,
f4, f5,
f6, f7

fl, f3,
f4, f5,
f6, f7

fl, f3,
f5, f7,
f8

fl, f3,
f4, f5,
f6, f7

fl, f3, f5, f7

Classification
accuracy (%)

94.24 97.18 97.18 94.01 97.18 95.95

LVF Number of
selected
features

4 4 4 4 4 4

List of
selected
features

f2, f3,
f4, f6

f2, f3,
f4, f6

f2, f3,
f4, f6

f2, f3,
f4, f6

f2, f3,
f4, f6

f2, f3, f4,
f6

Classification
accuracy (%)

97.40 97.40 97.40 97.40 97.40 97.40

FCBF Number of
selected
features

8 8 8 8 8 8

List of
selected
features

fl, f2,
f3, f4,
f5, f6,
f7, f8

fl, f2,
f3, f4,
f5, f6,
f7, f8

fl, f2,
f3, f4,
f5, f6,
f7, f8

fl, f2,
f3, f4,
f5, f6,
f7, f8

fl,f2,
f3, f4,
f5, f6,
f7, f8

fl, f2, f3,
f4, f5, f6,
f7, f8

Classification
accuracy (%)

98.08 98.00 98.06 97.57 97.62 97.87

SFS Number of
selected
features

3 2 2 2 2 2

List of
selected
features

f3, f6,
f8

f3, f6 f3, f6 f3, f6 f3, f6 f3, f6

Classification
accuracy (%)

97.45 97.32 96.67 96.47 96.42 96.87

SFFS Number of
selected
features

2 2 3 3 2 2

List of
selected
features

f3, f6 f3, f6 f3, f6,
f8

f3, f6,
f8

f3, f6 f3, f6

Classification
accuracy (%)

96.66 97.02 96.85 96.32 96.51 96.67

(continued)
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Third feature (f3) is the most significant feature because it contained high value
of VI. At the same time, the VI value of this feature is more than the MSE value
which means that f3 is the most important feature compared with others. The high
value of VI and MSE means low similarity error of intra-class. On the other hand,
high MSE value shows low similarity error of the intra-class and low MSE value
shows high similarity error for inter-class. Lower similarity error indicates closeness
to the real author. Good features are those that satisfy two requirements which are
small the intra-class invariance and the large inter-class invariance [8].

Table 4 (continued)

Discretized dataset

Method Criteria Set A Set B Set C Set D Set E Intersection

CI + SFFS Number of
selected
features

3 3 2 2 2 2

List of
selected
features

fl, f3,
f6

fl, f3,
f6

f3, f6 f3, f6 f3, f6 f3, f6

Classification
accuracy (%)

97.92 97.46 97.19 96.98 97.03 97.32

SFS + MIC Number of
selected
features

f3, f6,
f8

f3, f6 f3, f6 f3, f6 f3, f6 f3, f6

List of
selected
features

3 2 2 2 2 2

Classification
accuracy (%)

97.45 97.32 96.67 96.47 96.42 96.87

SFFS + MIC Number of
selected
features

f3, f6 f3, f6 f3, f6,
f8

f3, f6,
f8

f3, f6 f3, f6

List of
selected
features

2 2 3 3 2 2

Classification
accuracy (%)

96.66 97.02 96.85 96.32 96.51 96.67

RF tree
(proposed
technique)

Number of
selected
features

1 1 1 1 2 1

List of
selected
features

f3 f3 f3 f3 fl, f3 f3

Classification
accuracy (%)

99.19 99.39 99.25 99.16 98.97 99.19
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Table 5 Comparisons with other techniques using undiscretized dataset

Undiscretized dataset

Method Criteria Set A Set B Set C Set D Set E Mean

ReliefF
(benchmark)

Number of
selected
features

8 8 8 8 8 8

Classification
accuracy (%)

45.99 45.99 45.99 45.99 45.99 45.99

CFS
(benchmark)

Number of
selected
features

1 1 1 1 1 1

Classification
accuracy (%)

4.29 4.29 4.29 4.29 4.29 4.29

LVF
(benchmark)

Number of
selected
features

4 4 4 4 4 4

Classification
accuracy (%)

45.65 45.65 45.65 45.65 45.65 45.65

FCBF
(benchmark)

Number of
selected
features

1 1 1 1 1 1

Classification
accuracy (%)

4.29 4.29 4.29 4.29 4.29 4.29

SMFS
(benchmark)

Number of
selected
features

1 1 1 1 1 1

Classification
accuracy (%)

4.29 4.29 4.29 4.29 4.29 4.29

SFS + NBaves
(benchmark)

Number of
selected
features

8 7 8 6 8 7.4

Classification
accuracy (%)

45.99 48.19 45.99 30.76 45.99 43.38

SFS + IB1
(benchmark)

Number of
selected
features

2 2 5 2 2 2.6

Classification
accuracy (%)

30.85 30.85 40.93 30.85 30.85 32.87

SFS + 1R
(benchmark)

Number of
selected
features

2 1 1 1 1 1.2

Classification
accuracy (%)

38.75 4.29 4.29 4.29 4.29 11.18

SFS + RFgrest
(benchmark)

Number of
selected
features

8 8 8 8 8 8

Classification
accuracy (%)

45.99 45.99 45.99 45.99 45.99 45.99

(continued)
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(b) Classification Accuracy

Number of features selected is not always an indicator of a successful feature
selection process. Therefore, further validation must be justified and validated
through the identification performance, which is the classification accuracy. The
feature subsets are tested against the classification, which uses the RF tree as the
classifier.

According to Table 2, all the set of data produced high classification accuracy.
Set B produced the best accuracy (99.39 %), followed by set C (99.25 %). The next
best accuracy is set A (99.19 %), set D (99.16 %), and finally set E (98.98 %). The
results of the RF tree are shown to be stable because of the nature of the data that is
consistently allowed the RF tree to perform well. Besides, due to the behavior of
these methods which can specifically identify the unique features in the dataset,
therefore it produced the highest performance result.

According to Table 3, there is no feature selection method that yields classifi-
cation accuracy more than 50 %. Even though the feature selection is performed,
the lower classification results have already been expected, due to the various
shapes of words that have been used to represent the writers. Based on the clas-
sification results of undiscretized dataset, set B (48.04 %) produced the highest
classification accuracy, followed by set A (45.92 %). The next highest classification
accuracy is presented by set C (40.55 %) and set E (38.93 %). Finally, the worst
classification accuracy is hold by set D (30.50 %).

The failure of the undiscretized dataset produced better classification accuracy is
because the RF tree is more suitable when handling high-dimensional data, these
method analyzed the correlation between features, which are the feature relevance
and the feature redundancy. These methods performed poorly when they failed to
find the correlation between features. Even though there are no feature selection
methods capable to increase the classification accuracy more than 50 %, the
number of features is still reduced, and thus reduced the workload of the classi-
fication task.

Table 5 (continued)

Undiscretized dataset

Method Criteria Set A Set B Set C Set D Set E Mean

SFS − NSA
(benchmark)

Number of
selected
features

5 4 5 5 4 4.8

Classification
accuracy (%)

45.76 48.06 40.02 30.21 40.25 40.86

RF tree
(proposed
technique)

Number of
selected
features

2 2 2 3 2 2.2

Classification
accuracy (%)

45.92 48.04 40.55 30.50 38.93 40.79
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Based on the experimental results, third feature produced high classification
accuracy because it succeeded to find the correlation between the features. Meaning
that, during the classification process, the presented of the third feature (f3) gives
more impact to the handwriting of authors compared with other features. The
correlation between the features are depended on the proximity measurement where
it measures the frequency of the features in training sample (in-bag and OOB data)
ended up in the same terminal node. Frequently presented of third features(f3)
means contained high value of VI where it shows that third feature is important
feature compared to other.

For discretized dataset as shown in Table 4, RF tree is the best feature selection
method where it produced highest classification accuracy about 99.19 % with one
feature selected. It is followed by FCBF, LVF, SFFS (classifier CI), SFS, SFS
(classifier MIC), SFFS, SFFS (classifier MIC), and finally CFS. RF tree succeed to
select the most significant feature and produced high classification accuracy
because of its unique structure developing the tree by using VI value in splitting the
branches.

According to the result shown in Table 5, highest classification accuracy is about
45.99 % produced by ReliefF and SFS (classifer RForest). Then, it is followed by
the performance of CFS, SFS (classifier NBayes), SFS (classifier NSA), RF tree,
SFS (classifier IB1), SFS (classifier 1R), LVF, FCBF, and finally SMFS. Those
methods performed better than RF tree is because they had ability to handle the
various shape of words which have been used to represent the writer.

6 Conclusion

This chapter presented the performance of the RF tree as the feature selection method
in the WI. For the discretized dataset, the third feature (f3) is declared as the most
significant features with the classification accuracy of 99.19 %. Meanwhile for the
undiscretized dataset, the first feature (f1) and the third feature (f3) are declared as
the most significant features with the classification accuracy of 40.79 %. As a
conclusion, the proposed RF tree is an effective tree structure-based method when it
succeeded to select the only significant features during the feature selection process
and gives high percentage of the classification accuracy. The RF tree performances
are measured based on the VI and the MSE in identifying the valuable features. The
larger these values show, the more valuable the features to the work. For future
works, some modification in the RF tree algorithm needs to be implemented in order
to reduce the over fitting problem during the selection of the significant features.
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Factors Affecting the Effective Online
Collaborative Learning Environment

Sharifah Nadiyah Razali, Faaizah Shahbodin, Hanipah Hussin
and Norasiken Bakar

Abstract Interest in collaboration is a natural outgrowth of the trend in education
towards active learning. Many researchers have found advantages of collaborative
learning; it improves academic performance, promotes soft skills development
(communication, collaboration, problem solving and critical thinking skills) and
increases satisfaction in the learning experience. However, several studies have
reported the opposite. Therefore, this paper aims to determine the factors to be
considered in creating an effective online collaborative learning environment. In
order to achieve the aims, this study was conducted qualitatively in the form of a
document review. The results indicate three main factors that affect the effectiveness
of online collaborative learning environments such as learning environment,
learning design and learning interaction. An online learning interaction model is
also proposed according to the results. This study will continue to determine the
elements that can clarify all the factors which have been identified in this study.
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1 Introduction

The benefits of collaboration in learning have been proven by social constructivism
[1]. According to the study by Johnson & Johnson [2], learning tends to be most
effective when students are in the position to work collaboratively in expressing
their thoughts, discussing and challenging ideas with others, and working together
towards a group solution to the given problem. Zhu [3] defines collaborative
learning as a social interaction involving the acquisition and sharing of experience
or knowledge amongst learners and teachers. Collaborative learning, which in an
online environment is typically referred to as online teams or online groups, refers
to instructional activities for getting students to work together online to achieve
common educational goals.

Interest in collaboration is a natural outgrowth of the trend in education towards
active learning, whereby students become involved in constructing their own
knowledge through discovery, discussion and expert guidance. Many published
reports have outlined the advantages of collaborative learning, suggesting that it
improves academic performance, promotes soft skills development (communica-
tion, collaboration, problem solving and critical thinking skills) and increases sat-
isfaction in the learning experience (refer Table 1).

MA and 馬慧穎 [4] tried to identify the interaction patterns and discourse
quality of a CSCL environment. She found a positive relationship between the
quality of the collaborative process and the quality of cognitive skills fostered.
Besides that, she also found that effective collaborative learning can contribute to
the establishment of a learning community and that it fosters high-order thinking
through knowledge processes. Because of the tedious and time-consuming coding
process, she suggested other researchers to computerize the coding process.

Research done by Kabilan et al. [5] reported on pre-service teachers’ meaningful
experiences in collaborative projects and how they had enriched their professional
development. The results showed their professional development engagements
were enriched by envisioning professional development, gaining and enhancing in

Table 1 Summary of collaborative learning benefits

References Performance Soft skills Satisfaction
Communication Collaboration Problem

solving
Critical
thinking

MA and
馬慧穎 [4]

X X X X

Kabilan
et al. [5]

X X X

Chen [6] X X
Lee and
Lim [7]

X X

Zhu [3] X X
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five skills (planning and researching, problem solving, the fundamental notion of
learning, language skills and computing skills), sharing and exchanging informa-
tion, knowledge ideas, views and opinions related to the tasks given and also
teachers socializing within and between groups. For future research, they suggested
that other researchers should also focus on additional popular online platforms such
as Facebook, Academia.edu and LinkedIn as tools for their online professional
development projects.

With the growth of web 2.0 technology, Chen [6] investigated the differences
between students’ learning outcomes and satisfaction in a class using an online
social networking tool (Facebook) amongst different learning styles. There were
four learning styles: diverger, assimilator, converger and accommodator. He found
that the converger group performed better and showed a more positive attitude
towards Facebook compared to other learning style groups. In the converger
group’s perception, Facebook facilitated their interaction with others and improved
content understanding in the class. For the future, he suggested examining the
effects on different levels of learners to link the relationship of learning styles and
the online social networking tool (Facebook).

Lee and Lim [7] investigated the important issues when it comes to students
evaluating their peers in team project-based learning by analysing each message
and comparing them with peer evaluation results. They classified the messages into
four types: managerial, procedural, social and academic messages. The findings
showed that all message types, except academic messages, predicted peer evalua-
tion results. They concluded that students find social contribution to be more
important compared to cognitive contribution when they evaluate peers. They
suggested other research be done to compare the relationship between learning
outcome by instructor’s evaluation, peer evaluation and interaction message types.

Zhu [3] found that online collaborative learning can enhance students’ knowl-
edge construction. He examined satisfaction with the online learning environment,
their online performance and knowledge construction via online group discussions
of students in two different cultural contexts (Flemish and Chinese). The results
showed there was a relationship between student satisfaction and academic
achievement in an innovative e-learning environment. It also showed that online
learning systems can enrich students’ collaborative learning activities as well as
their knowledge construction via group interaction. However, it was found that
instructors evaluate the quality of the final product without knowledge of the
teamwork process. Therefore, it was suggested that, in the future, researchers may
want to not only study cognitive learning outcomes, but also social skills in col-
laborative learning outcomes.

The benefits of Collaborative Learning have been summarized in Table 1.
Contrary to this, other research has shown evidence that online learning can pose

an even greater challenge for collaborative work than face-to-face (F2F) learning.
According to the study by Chiong and Jovanovic [8], establishing and maintaining
an active collaboration is a challenging task due to the lack of active participation
by group members in their group work. Results from the interview session on
collaborative learning experience in the research by Zhang and Han [9] showed that
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there exists group tension towards the fairness of being given the same mark.
Educators are not able to assume that every student makes an equal contribution to
the group work and then allocate the same marks to all members [10]. Therefore,
educators must allocate marks based on a student’s contribution to encourage
students to participate actively in their group work activity [11].

Lee and Lim [7] found that instructors may not observe all the processes
occurring within student groups and the evaluation is done only on the quality of
the final product, ignoring the teamwork process. They suggested, instructors
should closely monitor group interaction messages and do peer evaluations. Wang
[12] also suggested that educators, including teachers and lecturers, should closely
monitor how their students work together in a collaborative learning process for
effective learning to take place. By monitoring the collaborative learning process, it
can help educators keep track of students’ ongoing performance. Therefore, this
study aims to determine the factors to be considered in creating an effective online
collaborative learning environment.

2 Materials and Methods

In order to achieve the aim, the study was conducted qualitatively in the form of a
document review. According to the study by Sallabas [13, 14] and Best and Kahn
[13, 14], the document review method is the most appropriate tool to collect
information in a qualitative study. Stewart [15] defines materials and resources that
can be used as documents to carry out the analysis and interpretation of which are
(i) journals and books, (ii) research literature and (iii) reports from scholarly
research papers and materials. Several previous studies including reports, confer-
ence proceedings and journals were referred to as a literature review. The collected
data were then analysed using a matrix table [16].

3 Results and Discussion

Based on a review of documents, those factors affecting the effectiveness of online
collaborative learning environments are summarized in Table 2.

A matrix table has been drawn to determine the main factors affecting the
effectiveness of online collaborative learning environments using Strauss and
Corbin’s model. The results are illustrated in Table 3.

Based on the analysis shown in Table 3, the researchers determined three factors
that affect the effectiveness of online collaborative learning: learning interaction,
learning design and learning environment.

In previous research done by Moore [23], he proposed three types of interaction
in his interaction theory using the three constructs of instructor–student–content
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Table 2 Factors that affect the effectiveness of online collaborative learning environments

References Factors

Vygotsky
[1]

• Tenor/personal (learners’ relationships)

• Mode/behaviour (language/textual)

• Fields/environment (social activity)

Tu and
Corry [17]

• Social context/constructed from the CMC users’ characteristics and their
perception of the CMC environment (social form, informal and casual
communication, personal and sensitive means of communication, the recipients,
social relationships, access/location and perceptions on media)

• Online communication/attributes of the language used online and the
applications of online language (stimulating, expressive, conveying feelings and
emotions, meaningful, easily understood keyboarding skills, expressiveness,
characteristics of discussion and language skills)

• Interactivity/activities in which CMC users engage and the communication
styles they use (CMC as pleasant, immediate, responsive and comfortable with
familiar topics, response time, communication styles/skills and the size of
discussion groups)

Gerbic [18] • CMC environment (easy access, familiarity, group size, technical problems,
lack of participation, spontaneous exchanges, a lot of information, express
thoughts in text rather than speech, written messages, posting message anxiety)

• Curriculum (interesting discussion topic, link online discussions with
assessment, voluntary, integrates online discussions into a course, interaction
satisfaction, course workload and programme culture)

• Student (subject familiarity, confidence level, reading preferences, lack of time,
motivation, time management, extra workload, commitment to online discussion
and online discussion role and value)

Sun et al.
[19]

• Learner (computer attitude, computer anxiety, Internet competence)

• Instructor (response time, e-learning attitude)

• Course (flexibility, quality)

• Technology (technology quality, Internet quality)

• Design (perceived usefulness, perceived ease of use)

• Environment (assessment, interaction)

Ali [20] • Learner

• Learning process

• Content (subject matter)

• Learning environment

• Time constraints for learning

• Lecturer

Kaur et al.
[21]

• People (dynamic, patience, subject knowledge, clear instruction, fellow
students and support staff)

• Structure (clear delineation and comprehensive activities)

• Environment (accessibility, navigation and support)

• Resources (varied, well selected and learning style)

Filigree [22] • Technology (integrates learning spaces and flexible learning environment)

• People (training, guidance and support)

• Process (high-quality content, content relevance to subject and adapt
pedagogical tools and models)
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(refer Fig. 1). In the model, the three types of interaction are identified as learner–
content interaction, learner–instructor interaction and learner–learner interaction.

In the early stages of a collaborative learning environment, a number of studies
have defined interaction involves only the relationship between learner [1, 17, 18].
However, recent studies define interactivity not only involves learners with learners,
but also involves the relationship between learners and teachers [19–22].

Table 3 Matrix table

Construct Construct

Learning interaction Learning design Learning environment

Vygotsky [1]

Personal factors (tenor) ✓

Behaviour (mode) ✓

Environment (field) ✓

Tu and Corry [17]

Social context ✓

Interactivity ✓

Online communication ✓

Gerbic [18]

CMC environment ✓

Curriculum ✓

Student ✓

Sun et al. [19]

Learner ✓

Instructor ✓

Course ✓

Technology ✓

Design ✓

Environment ✓

Ali [20]

Interaction ✓

Process ✓

Learning environment ✓

Kaur et al. [21]

People ✓

Structure ✓

Resource ✓

Environment ✓

Filigree [22]

People ✓

Process ✓

Technology ✓
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Previous researchers used different terms to define the relationship learner–learner
and learner–teacher relationship such tenor, social context, student, learner and
instructor, learner and teacher and people. Therefore, in this study learning inter-
activity will be used to define the interaction between learner–learner relationship
and leaner–teacher relationship.

In learner–teacher interaction, teacher has to encourage students actively par-
ticipate in online discussion using provided platform. Providing a suitable platform
can facilitate and increase interaction and collaboration between learners. It also
helps teachers monitor student engagement. In previous study, Sharifah Nadiyah
and Faaizah [24] suggested integrated current LMS with Facebook to enable stu-
dents and lecturers communicate on Moodle through Facebook and also to facilitate
online collaborative learning [25]. Yeo and Quek [26] found technology mediation
has supported interaction. Previous researchers used different terms to define the
learning platform such as: technology, field, CMC environment, environment and
online environment, but this study will use the term learning environment to define
the platform using in learning.

Teacher has responsible to provide guidelines for all tasks. To promote inter-
action between learner and task, teacher also needs to develop strategies and
technique. In this study, learning design will be used to define the activity or
process or structure of learning. There were a few different terms used by previous
researchers such as resources, content, curriculum and mode. Therefore, in this
study, the model will be developed using the following three constructs: interaction,
design and environment. All the construct will be used to develop proposed pro-
totype in order to enhance student soft skills: communication, collaboration,
problem solving and critical thinking skills [27].

The researchers proposed four interactions, which are learner–learner interac-
tion, learner–teacher interaction, design interaction and environment interaction
(refer Fig. 2). There are two types of interactions in learner interaction:

Fig. 1 Moore (1989)
interaction model
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learner–learner interaction and learner–teacher interaction. In an online environ-
ment, the learner interaction can happen in either a synchronous or an asynchronous
way. In a synchronous way, learners interact at the same time; whilst in an asyn-
chronous way, the learners are not required to interact at the same time. Design
interaction is an interaction between learners and a given task. The task has the
ability to enrich learners’ behaviour. The interaction between learners and the
environment is called environment interaction.

4 Conclusion

Technology can be used to encourage learning process, support communication
setting, assess learning activities, manage resources and create learning materials
[28]. Technology is also seen as an important enabler for improving student–
learning outcomes, but to get the greatest value from technology, best practices are
required. There are five levels of collaboration maturity proposed by Filigree [22]:
basic, partially implemented, integrated, collaborative and transformative. The
report emphasized that collaborative learning is heavily rooted in the idea that
learning is inherently social and can be facilitated with technology and proper
practices. Collaborative learning not only promotes social skills, but also facilitates
retention, improves the experience and enhances creativity. With higher levels of
collaboration, greater results will be delivered.

Previous section has determined the factors affecting the effective online col-
laborative learning. In the next stage, this research will determine the elements that

Fig. 2 Proposed online
learning interaction model
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can clarify all the factors which have been identified in the previous section.
Currently, the model is only in a conceptual phase and requires significant devel-
opment before it could be used to gather data.
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Comparing Features Extraction Methods
for Person Authentication Using EEG
Signals
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Zeratul Izzah Mohd Yusoh, Tian-Bee Yap and Azah Kamilah Muda

Abstract This chapter presents a comparison and analysis of six feature extraction
methods which were often cited in the literature, namely wavelet packet decom-
position (WPD), Hjorth parameter, mean, coherence, cross-correlation and mutual
information for the purpose of person authentication using EEG signals. The
experimental dataset consists of a selection of 5 lateral and 5 midline EEG channels
extracted from the raw data published in UCI repository. The experiments were
designed to assess the capability of the feature extraction methods in authenticating
different users. Besides, the correlation-based feature selection (CFS) method was
also proposed to identify the significant feature subset and enhance the authenti-
cation performance of the features vector. The performance measurement was based
on the accuracy and area under ROC curve (AUC) values using the fuzzy-rough
nearest neighbour (FRNN) classifier proposed previously in our earlier work. The
results show that all the six feature extraction methods are promising. However,
WPD will induce large vector set when the selected EEG channels increases. Thus,
the feature selection process is important to reduce the features set before com-
bining the significant features with the other small feature vectors set.
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1 Introduction

Person authentication using brainwaves particularly aimed to differentiate client
from imposter based on the distinctive features hidden in the electroencephalograms
(EEG) signals. EEG signals are unique but highly noisy, weak and difficult to
process. Therefore, feature extraction plays an important role in extracting more
relevant and meaningful information to facilitate better analysis. It is important to
represent noisy, weak and non-stationary raw data such as EEG signals in a better
manner. Features extraction stage involves the transformation of the raw data signal
into a relevant data structure which is known as feature vector. A good feature
vector tends to suppress noise, disclose important information and eliminate
redundant data [1].

In the study of signal processing, feature extraction methods such as Fast Fourier
Transform (FFT), autoregressive (AR) model and wavelet transform (WT) are
widely used in many signal processing studies. Nevertheless, they are prone to
different shortcomings, thus has jeopardized the performance in signal analysis. The
FFT method provides useful information but only from frequency domain. Features
with the combination of time domain and frequency information can improve the
classification performance of EEG signals [2]. On the other hand, the AR model
cannot capture transient features from the EEG signals [3]. The feature vectors of
WT are rather complex and it will increase the difficulty to get accurate transcen-
dent information.

Feature extraction methods such as FFT, AR and WT are not promising in non-
stationary signals, i.e. the EEG signal. In our earlier work [4], some of the feature
extraction methods were identified from the literature and were used in analysing
EEG signals for person authentication purposes. No comparison was done on the
selected feature extraction methods towards the classification performance. In
recent studies, WPD, Hjorth parameter and mutual information are claimed to be
good and appropriate for EEG signals analysis [5, 6]. Therefore, this study aimed to
compare the feature extraction methods used in [4] and other methods recom-
mended in the literature for person authentication analysis using the non-stationary
EEG signals.

The rest of this chapter is organized as follows: Section 2 presents the proposed
feature extraction methods in this study. Section 3 discusses the dataset, the
experimental design, feature selection technique and the fuzzy-rough nearest
neighbour (FRNN) classification technique. Section 4 depicts the results and dis-
cussion while Sect. 5 draws the conclusions and the direction of the future work.
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2 The Proposed Feature Extraction Methods

Raw EEG data are non-stationary, noisy, complex and difficult to analyse.
Therefore, feature extraction is needed to extract the relevant information or
characteristics from the EEG signals. Features extracted from EEG signals are
unique between subjects and sufficient for person authentication [7]. Different
features provide different discriminative power for different subjects. Most of the
authentication systems will make use of features combination architecture. The
results were able to demonstrate the significant improvement in the system per-
formance [8]. The feature extraction methods used in this study are as follows:

2.1 Wavelet Packet Decomposition (WPD) [3, 5]

In [5], the authors have demonstrated that WPD is an excellent feature extraction
method for non-stationary signals such as EEG signals, and it is very appropriate
for EEG signal analysis. WPD provides a multi-level time-frequency decomposi-
tion of signals, and it is able to provide more significant features. The wavelet
decomposition splits the original signal into detail and approximation. After that,
the approximation is split itself into next level approximation and detail. This
process will be repeated until n-level. On the other hand, the detail also split itself
into the next level to yield more than different ways to encode the signal. Figure 1
shows a complete decomposition tree of a signal.

Research work in [3] has proven that Daubechies with order 4 (DB4) wavelet
and sixth level of wavelet packet decomposition is appropriate parameter in order to
analyse the EEG signals with 256-Hz sampling rate. Since the frequency of useful
EEG signals is lower than 50-Hz, therefore, we use 25 sub-bands in each channel.
The combination with the time domain and frequency domain can provide more
significant features; we characterized the time–frequency distribution of EEG sig-
nals by combining the features below:

S

A1 D1

AA2 DA2 AD2 DD2

AAA3 DAA3 ADA3 DDA3 AAD3 DAD3 ADD3 DDD3

Fig. 1 Level 3 of wavelet packet decomposition tree [9]
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Average coefficients in sixth sub-band. A total of 9 channels were selected from
64 available channels in the dataset and the sampling rate for each channel is 28, the
sub-band means (Mj) at jth level is defined as in Eq. (1):

Mj ¼ 1
2 j

X28
k

dj kð Þ ð1Þ

where dj kð Þ represents the coefficient of WPD at jth level and kth sample. 25
sub-bands were used for WPD as the frequency of useful EEG signal is lower
than 50 Hz. Therefore, the dimensions of feature vector for average coefficients are
225.
Wavelet packet energy in each sub-band. In the perspective of wavelet packet
energy, WPD decomposes signal energy on different time–frequency plain; the
integration of square amplitude of WPD is proportional to signal power. The sub-
band entropy is defined as in Eq. (2):

E j; nð Þ ¼ Z
S tð Þj j2dt ¼

X
k

dnj kð Þ
� �2

ð2Þ

where n ¼ 0; 1; 2; . . .; 2 j: Since we were selected 9 channels in this research, the
dimension of feature vector for wavelet packet energy is 225.

2.2 Hjorth Parameter [6, 10]

Hjorth parameter is essential to analyse EEG signals in both time and frequency
domains. It can extract the property of EEG signals efficiently [6]. Hjorth param-
eters are used to compute the quadratic mean and the dominant frequency of EEG
signals on each side of the brain, we used the first two Hjorth descriptors in 1970
and 1973, namely activity and mobility. From the activity and mobility in the EEG
signals, it reflects the global trend of a signal, for visual analysis. Hjorth parameters
were used in various online EEG analyses, such as in sleep staging in order to
compute the amplitude and the main frequency of a signal. These descriptors are
chosen because they have a low calculation cost [10].

Let us consider the spectral moment of order zero and two

m0 ¼
Zp

�p

S wð Þdw ¼ 1
T

Z t

t�T

f 2 tð Þdt ð3Þ
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m2 ¼
Zp

�p

w2S wð Þdw ¼ 1
T

Z t

t�T

df
dt

� �2

dt ð4Þ

where S(w) represents the power density spectrum and f(t) represents the EEG
signal within an epoch of duration T. The first two of Hjorth parameters is given by

Activity : h0 ¼ m0 ð5Þ

Mobility : h1 ¼
ffiffiffiffiffiffi
m2

m0

r
ð6Þ

h0 is the square of the quartic mean and h1 reflect that frequency of dominant. These
quantities that are in discrete forms, where h0(k) and h1(k) at a sampled time of k,
are calculated within a sliding window of 1 s length using the open-source software
library BioSig.

Besides that, Hjorth parameter has also used the fourth-order spectral moment
m4 to define a measure of the bandwidth of the signal, called complexity.

Complexity : h2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m4

m2
� m2

m0

r
ð7Þ

The first parameter is activity which represents the signal power, mobility repre-
sents the mean frequency, and complexity represents the change in frequency.

2.3 Mean [4]

Mean, also known as average, can be obtained by summing up of all EEG potential
value and divides by the number of samples. The expression of the mean is given in
Eq. (2) as follows:

�x ¼ 1
n
�
Xn
i¼1

xi ð8Þ

where, n is the number of data and xi is the value of the data.

2.4 Coherence [11]

Coherence is used to measure the degree of linear correlation between two signals.
The correlation between two time series at different frequencies can be uncovered
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by coherence. The range value for the magnitude of the squared coherence estimate
is between 0 and 1. The value of 0 for the coherence function means the inde-
pendence between two signals while a value of 1 for the coherence function means
the complete linear dependence. The formula of coherence is given as follows:

Cxy fð Þ ¼ Pxy fð Þ�� ��2
Pxx fð ÞPyy fð Þ ð9Þ

where Cxyðf Þ is a function of the power spectral density, (Pxx and Pyy) of x and y and
the cross-power spectral density (Pxy) of x and y.

2.5 Cross-correlation [12]

The main purpose of the cross-correlation is to measure the similarity between two
channels. Cross-correlation is also known as sliding dot product, which is used to
find occurrences of a known signal in unknown one. Furthermore, it is a function of
the relative delay between the signals which can be applied in pattern recognition
and cryptanalysis. Two input signals will be used to compute the cross-correlation:

• Channel 1 with itself: qX ;
• Channel 2 with itself: qY ;
• Channel 1 with channel 2: qXY .

The correlation qXY between two random variables x and y with expected values,
lX and lY , and standard deviation, rX and rY is given as:

qXY ¼ cov X; Yð Þ
rXrY

¼ E X � lXð Þ Y � lYð Þð Þ
rXrY

ð10Þ

where Eð�Þ is the expectation operator, and covð�Þ is the covariance operator.

2.6 Mutual Information (MI) [7, 8]

Mutual information theory represents the quantity that can measure the mutual
dependence of the two signals. It is defined as the difference between the sum of
entropies within the time series of two channels and their mutual entropy.
Logarithms of base 2 were used in the experiment to measure MI in bit.
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3 Materials and Methods

3.1 Data Description and Data Preparation

In this study, an EEG dataset from UCI Machine Learning Repository were used in
the experiments. The full dataset consists of three versions of data with different
subject size, i.e. small (1 subject), large (10 subjects) and full dataset (122 subjects).
Large dataset were used in this research and it consists of 10 subjects with 64
channels electrode placement. Each individual is completed with a total number of
60 trials and sampled at 256 Hz (3.9-ms epoch). Due to many redundant trials in
one of the subjects, it was replaced by another subject from the full dataset. The
swap was performed to ensure that the prediction ability is not biased due to the
redundant data in both training and testing phase in a particular subject.

Instead of treating the classification as a ten-class problem, the classifier was
trained with only two outputs, i.e. the client and the imposter. The data were split
into 80 % of training and 20 % of testing. For training data, 16 trials of S1 object
and 32 trials of S2, both match and not match will be selected. On the other hand,
there are 4 trials of S1 object and 8 trials of S2 object, both match and not match
cases were selected for testing data. It is because the amplitude of the EEG signals
will be different when the subject performed different task. The signal data in S2,
both match and not match, involve analysis of the picture whether it is match or not
match with the previous picture. This is different from the EEG signals as S1 object
does not involve analysis as such.

Only the lateral and midline electrodes were used in this study because they have
been proven good and able to provide stronger signals in response to visual stimuli
[13]. The O1, OZ, O2, PO7 and PO8 are the selected lateral active electrodes, while
the FPZ, FZ, OZ, CZ and PZ are the selected midline active electrodes.

3.2 Feature Selection

The WPD method tends to induce large vector set especially when the selected EEG
channels increases. Thus, the feature selection process is important to reduce the
features set before combining the significant features with the other small feature
vectors set. Three common models for feature selection are the filter model, the
wrapper model and the embedded model. Correlation-based feature selection (CFS)
is a good feature selection method which is able to reduce dimensionality without
affecting accuracy [14]. It is a fast and correlated-based filter algorithm that is
applicable in discrete and continuous problems [14]. The CFS algorithm evaluates
the feature subset according to the correlation-based heuristic merit. A good feature
subset contains high correlation between features and the class [15]. In this study,
the experiments were designed in two levels, i.e. select the attributes from WPD
feature vectors using CFS algorithm before combining with other feature vectors;
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and to apply the CFS feature selection across all feature vectors at the same time.
The results in Sect. 4 show the influence of different feature vectors on the clas-
sification performance.

3.3 Fuzzy-Rough Nearest Neighbour (FRNN) Classification

The performance quantification in this study was based on the accuracy and area
under ROC curve (AUC) measurements using the FRNN classifier proposed pre-
viously in our earlier work. FRNN classifier introduced by Jensen and Cornelis [16]
is an algorithm which combined the strength of fuzzy sets, rough sets and nearest
neighbour classification approach motivated by human decision making. The
implementation of FRNN algorithm was carried out using the fuzzy-rough version
of WEKA data mining tools. In FRNN algorithm, the nearest neighbours are used
to construct the fuzzy lower and upper approximations to quantify the membership
value of a test object to determine its decision class, and test instances are classified
based on their membership to these approximations. FRNN classification approach
outperformed various nearest neighbours’ approaches such as support vector
machine and Naïve Bayes prediction models. FRNN was used in [4] and has gained
good results for person authentication using EEG signals. The accuracy and AUC
were recorded at 90.17 % and 0.904, respectively.

4 Result and Discussion

The experimental data were preprocessed in the same way as mentioned in Sect. 3.
The same classification method and performance measures were used to ensure a
fair comparison on different feature extraction methods. The extracted data were
also further tested in the two experiment settings to investigate the effect of feature
selection process. Table 1 shows the comparison of classification performance
using 3 features extraction methods as reported in [4] and 6 features extraction
methods as proposed in this study. The 3 feature extraction methods are mean,
cross-correlation and coherence while the 6 feature extraction methods are mean,
cross-correlation, coherence, Hjorth parameter, mutual information and WPD. The
mutual information feature values were normalized to the interval of [0, 1] since the
extracted values were relatively small compared with other features.

The average classification accuracy for 3 features set is slightly lower than the
result using 6 features set while the AUC shows contrary result where the 3 features
set is slightly outperform the 6 features set. It might due to the large number of
feature vectors (567 features) which have affected the classification performance.
Feature selection was proposed and implemented in the second stage of the
experiments. Apart from that, it is obvious that person 7 has obtained the highest
accuracy and AUC while person 4 has gained the lowest accuracy and AUC for
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both 3 features and 6 features. The results are in line with the earlier work reported
in [4] where most of the VEP signals for person 7 are more consistent and hence the
results are the best compared with others. In contrast, the EEG data of person 4 are
incomplete and thus have influenced the classification performance.

In the second stage of experiment, feature selection method, i.e. CFS, was used
to select the important attributes before the classification process. From a total of
567 attributes, only 21 attributes are selected. The performance of the selected
attributes demonstrated using FRNN classifier is as shown in Table 2.

Commonly, the results are generally more promising when implementing feature
selection process. However, in this experiment, both the classification accuracy and
AUC values were worse than the results without feature selection. The average
accuracy was recorded at 87.00 % while the AUC was recorded at 0.760. The
dominating feature, i.e. WPD, has causing the bias in feature selection process, thus
resulting in lower accuracy and AUC readings.

In order to avoid bias on the large feature vector, i.e. the WPD features, feature
selection was applied to identify significant attributes among the WPD features
before combining with the Hjorth parameter, mean, coherence, cross-correlation
and mutual information. The classification results are as shown in Fig. 2. From the
results, it is proven that a better way of avoiding bias by large feature vectors is to
apply separate feature selection process on individual large feature vector before
combining with other small feature vectors. Refer to Table 2 for the comparison of
feature selection on WPD feature vector.

The classification accuracy and AUC with the feature selection applied on WPD
only are both better than applying feature selection across all feature vectors at the
same time. The average accuracy and AUC were reported an increase of 4.67 % and

Table 1 Comparison of
classification performance
using 3 feature extraction
methods versus 6 features
extraction methods

Person 3 feature extraction
methods

6 feature extraction
methods

Accuracy
(%)

AUC Accuracy
(%)

AUC

Person 1 87.50 0.924 96.67 0.981

Person 2 86.67 0.788 89.17 0.843

Person 3 88.33 0.922 85.83 0.909

Person 4 80.83 0.704 78.33 0.681

Person 5 93.33 0.954 91.67 0.993

Person 6 88.33 0.924 88.33 0.854

Person 7 99.17 1.000 97.50 1.000

Person 8 90.83 0.895 88.33 0.826

Person 9 90.00 0.936 92.50 0.934

Person 10 96.67 0.990 95.00 0.992

Average 90.17 0.904 90.33 0.901
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0.065, respectively. Therefore, appropriate feature selection process has proven to
be good in person authentication analysis especially when many EEG channels are
used and the extracted feature vectors are large in quantity.

5 Conclusion

In this chapter, we have compared and discussed on few well-known feature
extraction methods. It can be concluded that WPD cannot perform well in person
authentication classification. It must combine with other feature extraction methods
in order to get higher accuracy and AUC. Apart from that, feature selection also plays
important roles. Last but not least, WPD, Hjorth parameter, mean, coherence, cross-
correlation and mutual information are good to extract important attributes for person
authentication, and feature selection is needed if the size of feature vectors is large.

Table 2 Comparison of classification performance without feature selection (FS), with feature
selection (FS) and feature selection (FS) on WPD only for 6 feature extraction methods

Person Without FS With FS FS on WPD only

Accuracy (%) AUC Accuracy (%) AUC Accuracy (%) AUC

Person 1 96.67 0.981 85.83 0.827 98.33 0.991

Person 2 89.17 0.843 85.83 0.618 93.33 0.902

Person 3 85.83 0.909 84.17 0.715 94.17 0.968

Person 4 78.33 0.681 86.67 0.690 92.50 0.937

Person 5 91.67 0.993 90.83 0.693 99.17 0.999

Person 6 88.33 0.854 80.00 0.678 91.67 0.944

Person 7 97.50 1.000 92.50 0.959 98.33 1.000

Person 8 88.33 0.826 87.50 0.725 94.17 0.975

Person 9 92.50 0.934 86.67 0.734 90.00 0.949

Person 10 95.00 0.992 90.00 0.962 98.33 0.999

Average 90.33 0.901 87.00 0.760 95.00 0.966
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Fig. 2 The comparison of classification accuracy (a) and AUC (b) for implementing feature
selection on all feature vectors versus on only the WPD feature vector
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A Comparative Study of 2D UMI and 3D
Zernike Shape Descriptor for ATS Drugs
Identification

Satrya Fajri Pratama, Azah Kamilah Muda, Yun-Huoy Choo
and Ajith Abraham

Abstract Drug abuse is a threat to national development. Generally, drugs can be
identified based on the structure of its molecular components. This procedure is
becoming more unreliable with the introduction of new amphetamine-type stimu-
lants (ATS) molecular structures which are increasingly complex and sophisticated.
An in-depth study is crucial to accurately identify the unique characteristics of
molecular structure in ATS drug. Therefore, this chapter is meant for exploring the
usage of shape descriptors (SD) to represent the drug molecular structure. Two-
dimensional (2D) united moment invariant (UMI) and three-dimensional (3D)
Zernike are selected and their performances are analyzed using drug chemical
structures obtained from United Nations Office of Drugs and Crime (UNODC) and
various sources. The evaluation identifies the most interesting method to be further
explored and adapted in the future work to fully compatible with ATS drug iden-
tification domain.
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1 Introduction

Abuse of amphetamine-type stimulants (ATS) drugs has become a global, harrowing
social problem. Law enforcement authorities are still struggling to find a concrete
solution to prevent drugs abuse due to the existence of new brand or unfamiliar ATS
drug substances. However, less attention is given to the shape similarity search that
can lead to identification of unknown substances in the field of chemoinformatics.

Generally, drugs can be identified based on the structure of its molecular
components. This procedure is becoming more unreliable with the introduction of
new ATS molecular structures which are increasingly complex and sophisticated.
However, due to the limitations of the current test kit to detect new brand or
unfamiliar ATS drug, it presents a challenge to both national law enforcement
authorities and scientific staff of forensic laboratories. In addition, existing drug test
kits are sometimes prone to false positive detection.

Both of the two-dimensional (2D) and three-dimensional (3D) chemical struc-
tures are basically represented as a shape. Two-dimensional shape descriptors (SD)
have been developed which can be generally divided into boundary and area based.
Meanwhile, 3D SD focus on volume-based and surface-based descriptors. 3D SD
also have been described as more powerful and accurately represent a component
structure’s shape. Thus, 3D SD are believed to be used to identify molecular
structure of ATS drug’s chemical components, even for a new brand of ATS drug
due to their similar ring substitutes.

This paper aimed to explore the distinguishing strength of 2D united moment
invariant (UMI) [1] SD compared with 3D Zernike [2] SD in discriminating ATS
drugs from non-ATS (n-ATS) drugs. The remaining part of this study is structured
as follows: In next section, an overview of ATS drug identification is given.
Section 3 provides an overview of molecular structure representation. In Sect. 4,
experimental setup describing the data source collection and experimental design is
presented, and the results are discussed in Sect. 5, while conclusion and future
works are drawn in Sect. 6.

2 ATS Drug Identification

Manual identification of ATS follows a set of standard methods outlined by United
Nations Office of Drugs and Crime (UNODC). These standards, however, are not
closely followed by chemists, causing the results obtained possibly ranging from
one testing laboratory to another. Nevertheless, the most common method to
identify a chemical substance is gas chromatography/mass spectrometry (GC/MS).

A recent study by forensic experts, however, shows that GC/MS is flawed while
trying to identify several ATS drugs, most notably is methamphetamine [3].
Methamphetamine itself has two stereo-isomers, which is l-methamphetamine and
d-methamphetamine. GC/MS is also increasingly incapable to determine that sev-
eral chemical structures are actually ATS drugs. While l-methamphetamine has
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very little pharmacodynamics effect, d-methamphetamine on the other hand is a
controlled substance that has high potential for abuse and addiction [4].

The traditional identification of ATS drugs defined by UNODC is fully
dependent of the chemical composition of the drugs. However, due to the limita-
tions of the current test kit to detect new brand or unfamiliar ATS drug, it presents a
challenge to both national law enforcement authorities and scientific staff of
forensic laboratories. In addition, existing drug test kits are sometimes prone to
false positive detection. Therefore, the introduction of new chemical composition to
ATS drugs will pose greater problems in the identification task. This problem can
be resolved by relying on the shape of the chemical structure of the drug itself,
because regardless of the chemical composition of ATS drugs, its core chemical
structure will remain the same. Both 2D and 3D models are often used to depict the
molecular structure. However, 2D model hides the properties of volume and surface
which eliminates the ring substitutes in a molecule. Therefore, a 3D model is
essential to show and differentiate the unique features at a ring substitute. Therefore,
in-depth study is crucial to accurately identify the unique characteristics of
molecular structure in ATS drugs.

Although chemical analysis is a matured field of science, very little research on
the application of soft computing for chemical analysis was performed, especially
on the drug similarity analysis and drug identification in chemoinformatics domain.
However, chemoinformatics researches focus more on the development of chemical
drugs that causes desired biological effect and less on the similarity search that can
lead to identify unknown substances [5]. Another example of soft computing is the
introduction of small molecule sub-graph detector (SMSD) [6].

However, most soft computing techniques introduced recently are applied in the
drug design and drug discovery domain [7, 8]. Some researchers also explore the
usage of principal component analysis (PCA) for screening drugs of abuse [9],
neural network for structures to quantitative analysis [10, 11], neural network and k-
nearest neighbor for quantitative analysis of Raman spectroscopy data [12], and the
most recent, PCA and neural network to classify molecular data [13]. Literature has
shown that this field is still not being extensively explored in the context of soft
computing and computational intelligence, as evidenced by some of the most recent
studies on drug identification and similarity searching [5, 6].

3 Molecular Structure Representation

To assess the similarity of these chemical substances, a numerical representation of
chemical substance is required. A review of techniques that transform a chemical
structure into numerical representations has been discussed by Nikolova and
Jaworska [14]. The study concludes that the similarity computation may not cor-
rectly represent the similarity between two chemical structures, due to the properties
of a chemical might not be implicit in its molecular structure, since it might not be
fully measured and represented by a set of numbers.
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Shape is one of the basic features used to describe image content [15], and thus,
searching for an image by using the shape features giving challenges for many
researches, since extracting the features that represent and describe the shape is a
difficult task [16]. Invariants is the objects’ descriptions by a set of measurable
quantities that are insensitive regardless of any transformations, and thus remain
possesses discriminative power to be distinguished from other objects which are
instance of other classes [17]. Both 2D and 3D chemical structures are basically
represented as shape. These representations are commonly referred as molecular
descriptors, which are obtained when molecules, thought of as real objects, are
transformed into a molecular representation enabling mathematical treatment [18].

There are simple molecular descriptors, usually called topological or 2D
descriptors, and there are molecular descriptors derived from a geometrical repre-
sentation that are called geometrical or 3D SD. Because a geometrical represen-
tation involves knowledge of the relative positions of the atoms in 3D space,
geometrical descriptors usually provide more information and discrimination power
than topological descriptors for similar molecular structures and molecule confor-
mations. Searching for relationships between molecular structures and complex
properties can often efficiently be performed by use of geometrical descriptors, by
exploiting their large information content [18, 19].

Many molecular descriptors have been proposed; they are derived from different
theories and approaches with the aim of predicting biological and physicochemical
properties of molecules, such as 3D Zernike descriptors [20, 21], shape impact
descriptor [22], local intersection volume [23], and path-space ratio [24].

3.1 2D United Moment Invariants

Moment invariants (MI), which are special functions of image moments, have been
widely explored, and it is a very useful tool for pattern recognition research [1].
Moments are scalar quantities used to characterize a function and to capture its sig-
nificant features. The first introduction of MI to pattern recognition and image pro-
cessing was the employment of algebraic invariants theory by Hu [25], which derived
his renowned seven invariants to the rotation of 2D objects, namely geometric moment
invariants (GMI). Ding et al. [26] found that GMI lose its scale invariance in discrete
condition. Yinan et al. [1] proposed UMI which are based on the moment invariants
where the rotation, translation, and scaling can be discretely kept invariant to region,
closed and unclosed boundary, and represents the eight formulae of UMI as the pattern
to represent image shape as shown in (1) for 2D image shape:

h1 ¼
ffiffiffiffiffiffi
/2

p
/1

h2 ¼ /6

/1/4
h3 ¼

ffiffiffiffiffiffi
/4

p
/4

h4 ¼ /5

/3/4
h5 ¼ /1/6

/2/3

h6 ¼ /1 þ
ffiffiffiffiffiffi
/2

p� �/3

/6
h7 ¼ /1/5

/3/6
h8 ¼ /3 þ /4ffiffiffiffiffiffi

/5

p ð1Þ
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where ϕi are GMI. Two-dimensional UMI method has been explored in [16, 27–29].
Several studies have been conducted to verify the quality of UMI under various
transformations, such as scaling, translation, and rotation, and it is proved that UMI
is a robust and reliable image descriptor.

3.2 3D Zernike

Three-dimensional Zernike can be obtained by expanding 3D function f(x) into a
series in terms of Zernike-Canterakis basis [2] in (2).

Zm
nlðr; #;uÞ ¼ RnlðrÞYm

l ð#;uÞ ð2Þ

with –l < m < l, 0 ≤ l ≤ n, and (n − l) even. Here, Ym
l ð#;uÞ are spherical harmonics

[30]. Spherical harmonics is the angular portion of an orthogonal set of solutions to
Laplace’s equation [31], which is given in (3).

Ym
l ð#;uÞ ¼ Nm

l P
m
l ðcos#Þeimu ð3Þ

where Nm
l is a normalization factor defined in (4).

Nm
l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1
4p

ðl� mÞ!
ðlþ mÞ!

s
ð4Þ

and Pm
l are the associated Legendre functions. RnlðrÞ is radial function [32], con-

structed so that Zm
nlðr; #;uÞ are polynomials when written in Cartesian form [31].

The conversion between spherical coordinates and Cartesian x is defined in (5)

x ¼ xj jn ¼ rn ¼ rðsin# sinu; sin# cosu; cosuÞT ð5Þ

and the harmonics polynomials eml are defined in (6)

eml ðxÞ � rlYm
l ð#;uÞ ¼ rlcml

ix� y
2

� �2

zl�m �
Xl�m

2b c

l¼2

l
l

� �
l� l
mþ l

� �
� x2 þ y2

4z2

� �

ð6Þ

where cml is normalization factor defined in (7)

cml ¼ c�m
l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið2lþ 1Þðlþ mÞ!ðl� mÞ!p
l!

ð7Þ
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Using the harmonics polynomials eml , 3D Zernike functions in (4) can be
rewritten in Cartesian coordinates defined in (8).

Zm
nlðr; #;uÞ ¼ RnlðrÞYm

l ð#;uÞ ¼
Xk
v¼0

qvkl xj j2vrlYm
l ð#;uÞ ¼

Xk
v¼0

qvkl xj j2veml ðxÞ ð8Þ

where 2k = n − l and the coefficient qvkl are determined in (9) to guarantee the
orthonormality of the functions within the unit sphere [32].

qvkl ¼
ð�1Þk
22k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 4k þ 3

3

r
2k
k

� �
ð�1Þv

k
v

� �
2ðk þ lþ vÞ þ 1

2k

� �
k þ lþ v

k

� � ð9Þ

Now 3D Zernike moments of f(x) are defined as the coefficients of the expansion
in this orthonormal basis by the formula in (10).

Xm
nl ¼

3
4p

Z
jxj � 1

f ðxÞZm
nlðxÞdx ð10Þ

The moments are collected into (2l + 1) dimensional vectors Xnl ¼
Xl

nl;X
l�1
nl ;Xl�2

nl ;Xl�3
nl ; . . .;X�l

nl

� �
to achieve rotation invariance and define the rota-

tionally invariant Fnl as norms of vectors Ωnl [31], defined in (11).

Fnl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm¼l

m¼�1

Xm
nl

� �2
vuut ð11Þ

Index n is called the order of the descriptor. The rotational invariance of 3D
Zernike descriptors means that calculating Fnl for an object and its rotated version
would yield the same result [31].

4 Experimental Setup

In this section, a detailed description of the experimental method is provided in
order to conduct an extensive and rigorous empirical comparative study.
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4.1 Data Source Collection

This section describes the process of transforming molecular structure of ATS drug
into 2D and 3D computational data representation. ATS dataset used in this
research comes from [33], which contains 60 molecular structures which are
commonly distributed for illegal use. On the other hand, 60 n-ATS drug chemical
structures are also collected from various sources, which will be used as bench-
marking dataset. The number of data is currently limited, due to the complexities in
obtaining them. However, future works will include the dataset obtained from
National Poison Centre, Malaysia.

These structures are drawn in 2D chemical structure format using MarvinSketch
6.3.0 [34]. After the 2D chemical structure is created, the structure will be saved as
PNG image, which will be extracted as third-order moment using 2D UMI [1]. The
sample of the 2D UMI features is shown in Table 1. After the 2D chemical structure
is saved as PNG image, the structure will be cleaned and transformed to 3D
chemical structure, also by using MarvinSketch [34]. The structure will be then
saved as structure data format (SDF) file.

The SDF file must be then converted to protein data bank (PDB) format, because
PDB format is the input type required for generating voxel data of 3D chemical
structure. In order to convert SDF file to PDB file, Open Babel 2.3.2 [35] is
required. PDB file will be then voxelized to grid resolution data with 256 voxel
resolution using voxels class of 3D Zernike program [20]. After the voxel data has
been generated, the eighth-order 3D Zernike will be calculated using Zernike class
of 3D Zernike program [20]. The sample of the 3D Zernike is shown in Table 2.

As shown in Tables 1 and 2, the moments extracted from both 2D UMI and 3D
Zernike are denoted in complex numbers. Therefore, these numbers must be
transformed into real numbers, because most of the pattern recognition tasks only
capable to handle real numbers. Every complex number can be expressed by

Table 1 Sample data of 2D UMI features for ATS and n-ATS chemical structures

Class Structure name F1 F2 … F7 F8

ATS 2-(4-bromo-2,
5-dimethoxyphenyl)
ethanamine

0.4592 –0.4114 … 2.3524 −2.0484i

n-ATS Amikacin 0.1109 −0.1104 … 34.4864 −2.0910i

Table 2 Sample data of 3D Zernike features for ATS and n-ATS chemical structures

Class Structure name F1 … F1457 F1458

ATS 2-(4-bromo-2,
5-dimethoxyphenyl)
ethanamine

0.0 … −5.6139E−6
− 1.1458E−6i

−7.2374E−6
−4.5976E−7i

n-ATS Amikacin 0.0 … 2.9139E−7
+ 4.4098E−6i

−1.1301E−6
− 1.3781E−6i

A Comparative Study of 2D UMI and 3D Zernike Shape Descriptor … 243



specifying either the Cartesian coordinates or the polar coordinates. The complex
number z can be represented in Cartesian coordinates as shown in (12)

z ¼ xþ yi ð12Þ

where i is the imaginary unit. The Cartesian coordinates x and y can be converted to
polar coordinates r and φ with r ≥ 0 and φ in the interval [0, 2π) by using (13).

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
u ¼ arctan 2ðy; xÞ ð13Þ

However, by representing the complex numbers as polar coordinates, the
number of features will be doubled and the correlation between r and φ can be lost
in the machine learning process. Therefore, these two values must be uniquely
encoded into a single distinct value, and thus the correlation between the two values
can be preserved. Pairing function (PF) can be used to perform this task. In this
chapter, two well-known PFs are employed, which are Cantor [36] and Szudzik
[37] PFs, defined in (14) and (15), respectively,

k1; k2h i ¼ ðk1 þ k2Þðk1 þ k2 þ 1Þ
2

þ k2 ð14Þ

k1; k2h i ¼ k22 þ k1 k1 6¼ max k1; k2ð Þ
k21 þ k1 þ k2 k1 ¼ max k1; k2ð Þ

	
ð15Þ

However, since PF can only be used to uniquely encode natural numbers
[37, 38], both r and φ, which are commonly stored as 64-bit double-precision
floating-number format, must be represented as natural numbers in order to be
paired. Zuras et al. [39] defines IEEE 754 standard to represent the double-precision
floating-number format as a binary string, which in turn can also be parsed as a long
integer number. The value of a double-precision floating-number is given in (16).

ð�1Þs � 1þ
X52
i¼1

b52�i � 2�i

 !
� 2e�1023 ð16Þ

where s is the sign of the floating-number, i is the index of bit in the binary string,
and bi is the bit in the specified index. The sample data for encoded values of 2D
UMI and 3D Zernike are shown in Tables 3 and 4, respectively.

4.2 Experimental Design

The traditional framework of pattern recognition tasks, which are preprocessing,
feature extraction, and classification, will be employed in this study. All extracted
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instances are randomly divided into twelve datasets and the experiment has been
performed using 12-fold cross-validation. In order to justify the quality of features
produced by each SDs, the features are tested against various classifiers five times,
which are Bayes Network (BayesNet) [40], Naïve Bayes/Decision-Tree Hybrid
(NBTree) [41], Decision Table (DT) [42], Random Forest (RF) [43], and Multilayer
Perceptron (MLP) [40].

5 Experimental Results and Discussion

The classification accuracy of both SDs is the primary consideration of this study.
Table 5 shows the results of classification accuracy.

Based on the results shown in Table 5, the 3D Zernike produces the best average
of classification accuracy in both Cantor and Szudzik PFs. However, to further
validate the strength of 3D Zernike compared with 2D UMI, in-depth statistical
validation using independent samples t-test must be conducted, by using SPSS 17
software. The result of independent samples t-test is shown in Table 6.

Based on the result shown on Table 6, there was a statistically significant dif-
ference in the accuracy using Cantor PF for 2D UMI (µ = 50.50, σ = 2.7386) and
3D Zernike (µ = 69.00, σ = 4.8016); t(8) = −7.4836, p = 0.0001 and Szudzik PF for
2D UMI (µ = 50.50, σ = 2.1731) and 3D Zernike (µ = 24.30, σ = 4.3700);

Table 3 Sample data of encoded 2D UMI features for ATS and n-ATS chemical structures

PF Class Structure name F1 F2 … F7 F8

Cantor ATS 2-(4-bromo-2,
5-dimethoxphenyl)
ethanamine

1.0589E+37 4.2461E+37 … 1.0638E+37 4.2585E+37

n-ATS Amikacin 1.0546E+37 4.2383E+37 … 1.0719E+37 4.2586E+37

Szudzik ATS 2-(4-bromo-2,
5-dimethoxphenyl)
ethanamine

2.1178E+37 2.1291E+37 … 2.1275E+37 2.1317E+37

n-ATS Amikacin 2.1092E+37 2.1291E+37 … 2.1437E+37 2.1317E+37

Table 4 Sample data of encoded 3D Zernike features for ATS and n-ATS chemical structures

PF Class Structure name F1 … F1457 F1458

Cantor ATS 2-(4-bromo-2,5-dimethoxyphenyl)
ethanamine

0 … 4.1798E+37 4.1812E+37

n-ATS Amikacin 0 … 4.1736E+37 4.1745E+37

Szudzik ATS 2-(4-bromo-2,5-dimethoxyphenyl)
ethanamine

0 … 2.1296E+37 2.1293E+37

n-ATS Amikacin 0 … 2.1247E+37 2.1310E+37
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t(8) = −7.4070, p = 0.0001. These results suggest that the 3D Zernike is capable to
differentiate the unique features of ATS drugs and n-ATS drugs at a ring substitute.

This is because 2D UMI is designed as an image descriptor for 2D image, such
as 2D chemical structure model. Taking on the example of methamphetamine
isomers, UMI considers the 2D isomer structure as one similar chemical com-
pounds, due to its translation invariant property. Therefore, this may lead to dif-
ferent classification result if it is used in pattern recognition domain. The
distinguishing power comes when the chemical structure is represented in 3D
model where the properties of the ring substitutes are completely presented. Few
studies have been conducted to apply the concept of MI in 3D structures [44, 45].
Future work to improve the performance of 2D UMI by transforming it into 3D
UMI is therefore required.

6 Conclusion and Future Works

An extensive comparative study on SD methods for representing drug molecular
structure has been presented. This study compared the merits of 2D UMI and 3D
Zernike. The experiments have shown that 3D Zernike is indeed performs better in
representing the molecular structure compared to 2D UMI.

Hence, future work to develop a novel 3D UMI method to better represent the
molecular structure based on this experimental study is required. The proposed
feature extraction method is going to be compared again with 3D Zernike discussed
in this chapter and more benchmarking 3D-based SDs, such as 3D Legendre and
3D Fourier transform, will also be compared using specifically tailored classifiers
for shape representation, such as classifiers by Zhiyong et al. [46], Xu et al. [47].
Additional data from National Poison Centre, Malaysia, will also be used as dataset
in the future works.

Table 5 Classification accuracy of moments functions

PF SD Bayes net
(%)

NB tree
(%)

DT
(%)

RF
(%)

MLP
(%)

Mean (µ)
(%)

SD (σ)

Cantor 2D UMI 50.00 47.50 50.00 50.00 50.00 50.50 2.7386

3D Zernike 70.00 63.33 65.00 71.67 75.00 69.00 4.8016

Szudzik 2D UMI 50.00 48.33 50.00 54.17 50.00 50.50 2.1731

3D Zernike 73.33 61.67 67.50 64.17 66.67 66.67 4.3700

Table 6 Independent sample t-test for 2D UMI versus 3D Zernike using Cantor and Szudzik PFs

PF t df Sig. (2-tailed)

Cantor −7.4836 8 0.0001

Szudzik −7.4070 8 0.0001
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Risk Assessment for Grid Computing
Using Meta-Learning Ensembles

Sara Abdelwahab and Ajith Abraham

Abstract Assessing risk associated with computational grid is an essential need for
both the resource providers and the users who runs applications in grid environ-
ments. In this chapter, we modeled the prediction process of risk assessment (RA)
in grid computing utilizing meta-learning approaches in order to improve the per-
formance of the individual predictive models. In this chapter, four algorithms were
selected as base classifiers, namely isotonic regression, instance base knowledge
(IBK), randomizable filtered classified tree, and extra tree. Two meta-schemes,
known as voting and multi schemes, were adopted to perform an ensemble risk
prediction model in order to have better performance. The combination of pre-
diction models was compared based on root mean-squared error (RMSE) to find out
the best suitable algorithm. The performance of the prediction models is measured
using percentage split. Experiments and assessments of these methods are per-
formed using nine datasets for grid computing risk factors. Empirical results
illustrate that the prediction performance is enhanced by predictive model using
ensemble methods.
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1 Introduction

Risk assessment (RA) is a wide concept that can be applied in many context of grid
computing involving performance, resource failure, and security [1]. A grid is a
collection of diverse computers and resources spread across several administrative
domains with the purpose of resource sharing [2]. Currently, grid has been applied
in many applications to solve large-scale scientific and e-commerce problems [3].
Therefore, risk reduction is needed to avoid security breaches. In order to offer
reliable grid computing services, a mechanism is needed to assess the risks and
make precaution measures to avoid them. RA is a set of methods that is applied in
information system to investigate the probability of event that causes harm to assets
[4]. RA has been studied extensively using different approaches to model it such as
quantitative, qualitative, and hybrid approaches. Numerous RA models have been
provided using different techniques to make RA more accurate and reliable. Our
goal in this work was to enhance the performance in predicting risks in grid
computing. Utilizing meta–schemes, we formulated an ensemble model. The idea
of ensemble methodology is to build a predictive model by integrating multiple
models each of which solves the same task and has comparable results. The aim of
ensemble was to improve the prediction performance that can be obtained from any
algorithm individually [5]. In this study, we used four prediction algorithms as base
algorithm, namely isotonic regression, instance base knowledge (IBK), randomiz-
able filter classifier, and extra tree. Then, we combined them by utilizing voting and
multischeme as a type of meta-learning scheme. The rest of the chapter is structured
as follows: Related work is presented in Sect. 2, followed by research methodology
detailed in Sect. 3. Experimental results and discussions are described in Sect. 4.
Section 5 offers concluding remarks.

2 Related Work

RA has been studied extensively in the literature, and there are many methodologies
used in assessing risks such as factor analysis for information risk (FAIR) [6] and
operationally critical threat, asset, and vulnerability evaluation (OCTAVE) [7]. The
main drawback of the presented methodologies is that they do not include the
human factor as a risk factor [8]. RA in grid computing has been addressed by
many researchers [1, 9–11]. Although a significant number of researchers have
proposed RA methods, the risk information in grid computing is limited, due to the
dependability of RA efforts on the node or machine level [9]. The concept of RA in
grid computing was introduced by Djemame et al. [4]. AssessGrid project sup-
ported RA and management for all three grid actors: end user, broker, and resource
provider. However, AccessGrid did not provide any mechanism to determine the
reason of the component failure and the influence of failure types on each other [1].
Assessing risk in grid computing has been done using stochastic processes; the RA
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problem is tackled at the node level as well as at the component level, all the
suggested RA models were built on historical failure data.

Sangrasi and Djemame [9] provided a RA model at the component level on the
basis of non-homogeneous poisson process (NHPP). In [9], they used grid failure
data for the experimentation at the component level. Sangrasi and Djemame [1]
proposed a probabilistic risk model at the component level; the suggested model
involves series and parallel models.

On the other hand, Alsoghayer and Djemame [12] used a probabilistic RA
method, where sufficient failure data are available. They analyzed the failure data
by using a frequentist approach. And they estimate the parameters of the distri-
bution by utilizing the maximum likelihood method. They take into consideration
the failures that affect the whole system. Alsoghayer and Djemame [10] extended
the model proposed by Alsoghayer and Djemame [12], and they introduced RA
aggregation model build at the node level based on R-out-of-N model. The pro-
posed model provides the risk estimates for any number of chosen nodes and
estimates the risk for those failures. The provided model is built on assumption that
when all the nodes fail, an SLA fails. However, the main drawback of the proposed
model is that it is not applicable to all values of time in the given scenario.

The probability of resource failure plays a significant role in RA process.
However the main drawback of the provided probability models that highlighted in
the literature is that, all provided models are built on unrealistic assumption that the
resource failure represents poisson process [13]. Alsoghayer and Djemame [13]
proposed a mathematical model, by using historical and discrete time analytical
model (Markov model), to predict the risk of resource failure in grid environment.
However, most of proposed methods [9, 13] do not address the key issue of security
risk that threatens the grid environment. A significant amount of the literature on
grid computing addresses the problem of RA by providing hybrid model [14].

Carlsson and Fullér [11] developed a framework for resource management in
grid computing by utilizing the predictive probabilistic approach. They introduced
the upper limit of failure number and approximated the likelihood of successful of a
specific computing task. They used a fuzzy nonparametric regression technique to
estimate the possibility distribution of the future number of node failures. The
proposed model is utilized by resource provider to get alternative RAs. Carlsson
and Fullér [15] provided a model for assessing the risk of a SLA for a computing
task in a grid environment based on node failures that have spare resources
available. The provided hybrid model is constructed based on a probabilistic and
possibilistic technique. The constructed hybrid model takes into account the pos-
sibility distribution for the maximal number of failures derived from a resource
provider’s observation. However, the proposed model focuses on node failure and
ignores other factors that may cause a violation of the SLA. However, the proposed
methods addressed RA in grid with the aspect of resource failure. In our work, we
addressed the RA in grid computing in context of the security aspect.

Risk Assessment for Grid Computing … 253



3 Research Methodology

The methodology proposed in this chapter can be described as follows:

• Starting with a dataset of risk factors in grid computing, we utilized data mining
techniques to pick the contributing attributes that improve the quality of the RA
prediction process.

• Conduct an ensemble model by combing the prediction algorithms, using dif-
ferent meta-learning methods such as voting and multischeme.

• Assess the meta-schemes used to model the ensemble prediction model for
assessing risk in grid computing.

3.1 Base Prediction Models

Four different algorithms were used as base predictors, each of which is the obtained
outcome of learning algorithm applied to different dataset.We selected these methods
based on the performance during the preliminary experiments. The base predictors
were used for empirical testing of vote and multischeme, we present them as follows:

Isotonic Regression algorithm (Isoreg):
Isotonic regression is a regression method that uses the weighted least squares to
evaluate linear regression models [16].

Instance-based Knowledge (IBK) Algorithm:
Instance-based knowledge uses the instances themselves from the training set to
represent what are learned and be kept. When an unseen instance is provided, the
memory is searched for the training instance [17].

Randomizable Filter Classifier (RFC) Algorithm:
This method used an arbitrary classifier on data that have been passed through an
arbitrary filter. Like the classifier, the structure of the filter is based exclusively on
the training data and test instances will be processed by the filter without changing
their structure [18].

Extra Tree Algorithm (Etree):
This method is an extremely randomized decision tree that uses another randomi-
zation process. At each node of an extra tree, partitioned rules are depicted ran-
domly, then on the basis of a computational score the rule that proceed well is
selected to be linked with that node [19].

3.2 Meta-Schemes

Meta-learning has been developed in the field of data mining to aid experts in
selecting the best algorithms to be used with certain datasets. Meta-level learning
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accumulates knowledge about the learning process itself and finds a relation
between problem domains and learning strategies [20]. Utilizing meta-schemes
available in WEKA, we found out possible combinations of ensemble, using vote
and multischemes.

Voting: In vote combining schema, each algorithm has the same weight. A pre-
diction of an unseen instance is performed according to the class that obtains the
highest number of votes [5]. Based on the vote, the final predictor is conducted
using a combination rule. In this work, we adopted the average of probability as a
combination rule.

Multischeme: Using the performance on the training data, which is measured based
on mean-squared error (regression), the classifier among several classifiers is selected.

4 Experimental Result and Discussion

4.1 Datasets and Percentage Split

We conducted an online survey with international experts to evaluate the risk factors
associated with grid computing. We asked the experts to determine the influence of

Table 1 Risk factors
(attributes)

Risk Factor Abbreviation Range

Service level agreement violation SLAV [0–1]

Cross-domain attacks CDA [1–3]

Job starvation JS [0–1]

Resource failure RF [0–1]

Resource attacks RA [0–1]

Privilege attack PA [0–1]

Confidentiality breaches CB [0–2]

Integrity violation IV [0–2]

DDoS attacks DDoS [1–3]

Data attack DA [0–2]

Data exposure DE [1–3]

Credential violation CV [0–1]

Man in the middle attack MMA [0–1]

Privacy violation PV [0–2]

Sybil attack SA [1–3]

Hosting illegal content HIC [0–1]

Stealing the input or output SIO [0–1]

Shared use threats ShUTh [1–3]

Stealing or altering the software SS [0–1]

Policy mapping PM [1–3]
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these factors by categorizing it under three levels: severe, moderate, and marginal. At
the next step, we assigned a numeric range to each included factor depending on its
concept and chance of occurrence. Based on expert knowledge and some statistical
approaches, we then simulated 1951 instances based on a generic grid environment.
The original dataset consists of 20 input attributes (risk factors) and one output
attribute (risk value). The attributes are summarized in Table 1.

After implementing the different attribute selection methods such as relief
attribute evaluation and correlation-based feature selection subset evaluator (CFS
Subset Eval), we obtained 8 different sub-datasets with different search methods.
Table 2 illustrates the number of attributes in each dataset and summarizes the
search method. We divided the datasets into training and testing data with different
percentages to investigate the effectiveness of data splitting.

Table 2 Attributes selection methods

Dataset Evaluator Search
method

Selected Attributes Attributes

Original
dataset

– – SLAV, CDA, JS, RF, RA, PA,
CB, IV, DDoS, DA, DE, CV,
MMA, PV, SA, HIC, SIO, ShUTh,
SS, PM

20

1 Relief
attribute
evaluation

Ranker DDoS, PM, DE, SA, ShUTh, HIC,
CV, RA, SIO, CDA, RF, SLAV,
JS, MMA, SS, PA, PV, IV, CB,
DA

20

2 Relief
attribute
evaluation

Ranker DDoS, PM, DE, SA, ShUTh, HIC,
CV, RA, SIO, CDA, RF, SLAV,
JS, MMA, SS, PA, PV, IV

18

3 Relief
attribute
evaluation

Ranker DDoS, PM, DE, SA, ShUTh, HIC,
CV, RA, SIO, CDA, RF, SLAV,
JS, MMA, SS

15

4 Relief
attribute
evaluation

Ranker DDoS, PM, DE, SA, ShUTh, HIC,
CV, RA, SIO, CDA, RF, SLAV

12

5 Relief
attribute
evaluation

Ranker DDoS, PM, DE, SA, ShUTh, HIC,
CV, RA, SIO

9

6 CFS
subset
evaluation

Evolutionary
search

SLAV, JS, RA, CV, HIC, SIO 6

7 CFS
subset
evaluation

Best first
search
backward

CV, HIC, SIO 3

8 CFS
subset
evaluation

Exhaustive
search

RA, CV, HIC 3
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• A: Split 60 % training, 40 % testing
• B: Split 70 % training, 30 % testing
• C: Split 80 % training, 20 % testing
• D: Split 90 % training, 10 % testing

4.2 Individual Prediction Model

Before starting to investigate the ensemble, the performance of individual algorithms
was analyzed. In the preprocessing phase, the data are filtered to remove irrelevant
and redundant features and to improve the quality. Table 3 reports the empirical
results (for test data) illustrating the root mean squared error (RMSE) for the 4
selected datasets. As illustrated in Table 3, isotonic regression algorithm, IBK
algorithm, randomizable filter classifier algorithm, and the extra tree algorithm
performed well for all the training and testing combinations and for the 4 different
datasets. All these algorithms exhibited the best performance for all the 4 selected
datasets. It is noticed that the higher the percentage of training data (Dataset D), the
better for achieving good results. The best result is accomplished with the correlation
coefficient (CC) equal to 1 and the RMSE equal to 0.0015 for datasets 3 and 4.

Table 3 Evaluation of individual algorithms with different datasets

Algorithm Data Split 9 Attributes 6 Attributes 3 Attributes 3 Attributes

RMSE

IsoReg A 0.0023 0.0024 0.0023 0.0023

B 0.002 0.002 0.002 0.002

C 0.0018 0.0018 0.0018 0.0018

D 0.0017 0.0017 0.0017 0.0017
IBk A 0.0023 0.0022 0.0021 0.0021

B 0.0019 0.0019 0.0018 0.0018

C 0.0018 0.0018 0.0016 0.0016

D 0.0016 0.0016 0.0015 0.0015
RFC A 0.0023 0.0023 0.0022 0.0022

B 0.002 0.002 0.0019 0.0019

C 0.0018 0.0019 0.0017 0.0017

D 0.0017 0.0018 0.0016 0.0016
Etree A 0.0046 0.3677 0.0045 0.0045

B 0.0038 0.0039 0.0038 0.0038

C 0.0033 0.0034 0.0033 0.0033

D 0.0032 0.0031 0.0029 0.0029
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4.3 Ensemble with Two and Three Base Prediction Algorithm

In this stage, we combine the four base prediction algorithms (IsoReg, IBK, RFC,
and ETree) to conduct an ensemble using vote and multischemes as combination
methods. We use nine different datasets with four different splitting categories for
training and testing. For simplicity reasons, only five datasets are shown in Table 4.

According to Table 4, comparing the possible combinations of two classifiers for
risk prediction process, the best performance is achieved with dataset 2, dataset 4,
and dataset 5 with RMSE equal to 0.0013 and 90 % for training and 10 % for
testing. Tables 4 and 5 show that vote works better than multischeme in all possible
combinations of the four base classifiers in all selected datasets. For combining the
four base algorithms, the best result achieved is 0.0012 with dataset 1 and dataset 3,
with vote meta-methods.

Table 4 RMSE of ensemble with two base classifiers

Method Ensemble with 2 base predictors

Base predictors Dataset 1
20 features

Dataset 2
9 features

Dataset 3
6 features

Dataset 4
3 features

Dataset 5
3 features

Voting RMSE

IsoReg IBK 0.0014 0.0013 0.002 0.0014 0.0014

IsoReg RFC 0.0013 0.0013 0.002 0.0014 0.0014

IsoReg ETree 0.0017 0.0019 0.0028 0.0017 0.0017

IBK RFC 0.0013 0.0015 0.0019 0.0013 0.0013
IBK ETree 0.0018 0.0018 0.0027 0.0017 0.0017

RFC Etree 0.0020 0.0014 0.0027 0.0017 0.0017

Multischeme IsoReg IBK 0.0017 0.0017 0.0024 0.0017 0.0017

IsoReg RFC 0.0017 0.0017 0.0024 0.0017 0.0017

IsoReg ETree 0.0017 0.0017 0.0024 0.0017 0.0017

IBK RFC 0.0017 0.0016 0.0022 0.0015 0.0015

IBK ETree 0.0017 0.0016 0.0022 0.0015 0.0015

RFC Etree 0.0017 0.0017 0.0023 0.0016 0.0016

258 S. Abdelwahab and A. Abraham



5 Conclusions

In this chapter, we investigated the performance of several machine-learning
methods for the RA prediction process for the identified risk factors. We used
different algorithms for feature selection, namely ranker, evolutionary search, best
first search, and exhaustive search to obtain different datasets with different num-
bers of attributes. We considered four algorithms for grid risk factor prediction as
base algorithms and then a comparison was made among different subset of features
and different percentage split for training and testing. Using meta-methods of voting
and multischemes, we formulated an ensemble for risk prediction process.

Table 5 RMSE of ensemble with three base classifiers

Combination
methods

Ensemble with 3 base classifiers

Base
predictors

Dataset 1
20 features

Dataset 2
9 features

Dataset 3
6 features

Dataset 4
3 features

Dataset 5
3 features

Voting IsoReg
IBK
RFC

0.0012 0.0013 0.0012 0.0013 0.0013

IsoReg
IBK
ETree

0.0014 0.0014 0.0013 0.0014 0.0014

IsoReg
RFC
Etree

0.0014 0.0015 0.0013 0.0014 0.0014

IBK
RFC
ETree

0.0015 0.0015 0.0014 0.0014 0.0014

MultiScheme IsoReg
IBK
RFC

0.0017 0.0017 0.0017 0.0017 0.0017

IsoReg
IBK
ETree

0.0017 0.0017 0.0017 0.0017 0.0017

IsoReg
RFC
Etree

0.0017 0.0017 0.0017 0.0017 0.0017

IBK
RFC
ETree

0.0017 0.0016 0.0016 0.0015 0.0015
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Modeling Cloud Computing Risk
Assessment Using Ensemble Methods

Nada Ahmed and Ajith Abraham

Abstract Risk Assessment is a common practice in the information system
security domain, besides that it is a useful tool to assess risk exposure and drive
management decisions. Cloud computing has been an emerging computing model
in the IT field. It provides computing resources as general utilities that can be leased
and released by users in an on-demand fashion. It is about growing interest in many
companies around the globe, but adopting cloud computing comes with greater
risks, which need to be assessed. The main target of risk assessment is to define
appropriate controls for reducing or eliminating those risks. The goal of this paper
was to use an ensemble technique to increase the predictive performance. The main
idea of using ensembles is that the combination of predictors can lead to an
improvement of a risk assessment model in terms of better generalization and/or in
terms of increased efficiency. We conducted a survey and formulated different
associated risk factors to simulate the data from the experiments. We applied dif-
ferent feature selection algorithms such as best-first and random search algorithms
and ranking methods to reduce the attributes to 4, 5, and 10 attributes, which
enabled us to achieve better accuracy. Six function approximation algorithms,
namely Isotonic Regression, Randomizable Filter Classifier, Kstar, Extra tree, IBK,
and the multilayered perceptron, were selected after experimenting with more than
thirty different algorithms. Further, the meta-schemes algorithm named voting is
adopted to improve the generalization performance of best individual classifier and
to build highly accurate risk assessment model.
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1 Introduction

The emergence of cloud computing represents a fundamental change in the way
information technology service is invented, deployed, developed, maintained,
scaled, updated, and paid [1]. Cloud computing provides an on-demand services
such as processing and storage to its consumers, and the consumers use these
services as they need and pay only for what is used [2–4].

On an operational level, cloud computing free up the resources and refocus them
on core business activities, thereby the potential for innovation is increased. A
recent Gartner research report predicts that the global cloud market is expected to
burst in the coming years [5].

It provides a level of abstraction between the physical infrastructure and the
owner of the information being stored and processed because the application
software and databases are stored in large data centers, where the management of
the data and services is not trustworthy [6]. In recent years, there is obvious
migration to cloud computing with end users, quietly handling a growing number of
personal data, such as photographs, music files, bookmarks, and much more, on
remote servers accessible via a network [7]. The use of cloud computing services
can cause great risks to consumers. Before consumers start using cloud computing
services, they must confirm whether the product satisfies their needs and under-
stands the risks involved in using this service [8].

This paper focuses on the use of ensemble methods to construct more accurate
risk assessment model. In this study, we used vote as a combination method, and
MLP, Isotonic Regression, Extra tree, RFC, Kstar, and IBK have been used as base
protectors. They combined by using a vote meta-learning algorithm to evaluate
effectiveness and extend the capabilities of these algorithms.

This paper is divided into 6 sections and organized as follows. The identified risk
factors of cloud computing are presented in Sect. 2. The meta-schema is described
in Sect. 3. The risk assessment algorithms that used in our experimental are pre-
sented in Sect. 4. Section 5 shows the experimental work using meta-schema
algorithm applied to datasets. Finally, in Sect. 6, the conclusions of this work are
presented.

2 Cloud Computing Risk Factors

We define the various risk factors associated with cloud computing as follows.
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2.1 Authentication and Access Control (A&AC)

Organization’s private and sensitive data must be secure, and only authenticated
users can access it. When using the cloud, the data are processed and stored outside
the premise of an enterprise, which brings a level of risk because outsourced
services bypass the “physical, logical, and personnel controls,” and any outsider or
unwanted access is denied.

2.2 Data Loss (DL)

Data loss means that the valuable data disappear without a trace. Cloud customers
need to make sure that this will never happen to their sensitive data.

2.3 Insecure Application Programming (IAP)

IAPs are an important and necessary part to the security and availability for whole
cloud services. Building interfaces and injecting services will increase risk for some
organization may in force relinquish their credentials to third parties in order to
enable their agency.

2.4 Data Transfer (DT)

Sensitive data obtained from customers are processed and stored at the cloud
provider end. All data flow over network needs to be secured in order to prevent
seepage of customer’s sensitive information. The application provided by the cloud
provider to their customers has to be used and managed over the Web. The risk
comes from the security holes in the Web applications.

2.5 Insufficient Due Diligence (IDD)

Before using the cloud services, the organization needs to fully understand the
cloud environment and its associated risk.
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2.6 Shared Environment (ShE)

Multi-tenancy is a key factor of cloud computing services. To achieve scalability,
cloud provider provides shared infrastructure, platform, and application to deliver
their services. This shared nature enables multiple users to share same computer
resources, which may lead to leaking data to other tenants; also, if one tenant
carried malicious activities, the reputation of other tenants may be affected.

2.7 Regulatory Compliance (RC)

If the provider is unable or unwilling to subject to external audits and security
certification, they do not give their customers any information about the security
controls that have been evaluated. It should only be considered for most trivial
functions. Regardless of the location, the custodian is ultimately responsible for
ensuring the security, protection, and integrity of the data, especially when they are
passed to a third party.

2.8 Data Breaches (DB)

Breaching into a cloud environment will potentially attack all users’ data. Those
attackers can exploit a single flaw in one-client application to get to all other client’s
data as well, if the cloud service databases are not designed properly.

2.9 Business Continuity and Service Availability (BC&SA)

The nature of the business environment, competitive pressure, and the changes
happening in it leads to some events that may affect the cloud service provider, such
as a merger, bankruptcy, or its acquisition by another company. These things lead to
loss or deterioration of service delivery performance and quality of service. Another
important thing to the cloud computing provider is that their customers must be
provided with service around the clock, but outages do occur and can be unex-
pected and costly to customers.

2.10 Data Location and Investigative Support (DL&IS)

Most cloud service providers have many data centers around the globe. Regarding
privacy regulation in different jurisdictions, in different countries where the
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government restricts the access to data in their borders, or if the data stored in high-
risk countries, all these things makes data location a big issue of concern. The
investigation of an illegal activity may be impossible in a cloud computing envi-
ronment, because multiple customer’s data can be located in different data centers
that are spread around the globe. If the enterprise relies on the cloud service for the
processing of business records, then it must take into account the factor of the
inability or unwillingness of the provider to support it.

2.11 Data Segregation (DS)

The risk arises here which comes from the failure of the mechanisms to separate
data in storage, and memory, and from multiple tenants in the shared infrastructure.

2.12 Recovery (R)

Cloud users do not know where their data are hosted. Some events such as man-
made or natural disaster may happen; in such events, customers need to know what
happened to their data and how long the recovery process will take.

2.13 Virtualization Vulnerabilities (VV)

Virtualization is one of the fundamental components of the cloud service. However,
it introduces major risks as every cloud provider uses it. Beside its own risks, it
holds every risk posed by physical machines.

2.14 Third-Party Management (TPM)

There are many issues in cloud computing related to third party because the cloud
service provider does not directly manage the client organizations. Some old con-
cerns in information security appear with outsourcing such as integrity control and
sustainability of supplier, and all risks that clients may take if it relies on a third party.

2.15 Interoperability and Portability (I&P)

Interoperability and portability become crucial because if the organization locks to
a specific cloud provider, then the organization will be at the mercy of the

Modeling Cloud Computing Risk Assessment Using Ensemble Methods 265



service-level and pricing policies of that provider and it will not have the freedom to
work with multiple cloud provider.

2.16 Resource Exhaustion (RE)

Cloud provider allocates resource according to the statistical projections. Inaccurate
modeling of resource usage can lead to many issues such as service unavailability,
access control compromised, economic and reputational losses, and infrastructure
oversize.

2.17 Service-Level Agreement (SLA)

The organization needs to ensure that the terms of SLA are being met. Risk may
appear with service-level application such as the data owner as some cloud provider
includes explicitly some terms which state that the data stored is the provider’s not
the customer’s.

2.18 Data Integrity (DI)

One of the most critical elements in all systems is DI. Cloud computing magnified
the problem of DI and endangers the DI in transaction management, at the protocol
level, which does not support transactions or guaranteed delivery. If DI is not
guaranteed and there is a lack of integrity controls, this may result in deep
problems.

3 Meta-schema

Machine learning aims to improve the generalization performance. Ensemble
learning has gained considerable attention during the past two decades [9–11]
owing to its good generalization capability. Ensemble method trains a set of base
predictors, instead of a single one, and then combines their outputs with a fusion
strategy. Many studies show that the combination of multiple predictors improves
the generalization performance [12].

An important factor of an ensemble is in determining its generalization error and
to be more accurate than any of its individual members that are also accurate and
diverse [13, 14]. Diversity has been recognized as the most important feature of the
combination of predictors, the main reason for this is that as many as predictors are
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different, and it is sensible to expect an increase in the overall performance [15].
Many methods have been developed for the construction of an ensemble. Some of
them are meta-learners, and they can be applied to any learning algorithm. Others
are specific to particular learners [16]. Meta-learning is defined as learning from
learning knowledge. In meta-learning, a learning algorithm is used to learn how to
integrate the learned predictor [14].

Figure 1 represents the different stages in a simplified meta-schema scenario:

1. The base predictors are trained from the training datasets.
2. Predictions are generated by the learned predictors algorithms on a validation or

test dataset.
3. The validation dataset and the predictions generated by the predictors on the

validation set are formed from the meta-level training set.
4. The final predictor (meta-predictor) is trained from the meta-level training set.

4 Risk Assessment Algorithms

Risk assessment involves building an accurate prediction model. Prediction com-
prises of two steps: in the first step, called the training phase, a predictor is built
describing a predefined set of training data, and in the second step, the model is
used for test data [15, 17]. Following are the predictors used.
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Fig. 1 Meta-schema scenario
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4.1 Base Prediction Algorithms

Extremely Randomized Decision Trees: It is tree-based ensemble method for
supervised classifier (commonly known Extra tree). Extra tree based on randomi-
zation process, the splitting rules are randomly drawn at each node of the Extra tree,
and the base of chosen one of this rules to be associated with that node is the best
performance according to a score computation. This allows increasing the speed of
training, weakening the correlation between the induced decision trees, and
reducing the complexity of the induction process [18].
Instance-Based Knowledge (IBK): IBK is an instance-based learning method and
is an implementation of K-nearest neighbor classifier [19]. In its representation, it
does not derive a rule set or decision tree and storing it; instead, it uses the instances
themselves to represent what is learned [20]. IBK compares each new instance with
existing ones using distance metric; most commonly, Euclidean distance and the
closest existing instance are used to assign the class for the test sample [21].
Multilayered Perceptron (Artificial Neural Networks): A multilayer perceptron
is a feed-forward artificial neural network model that maps sets of input data onto a
set of appropriate outputs. The fundamental aspects that a neural network depends
upon are input and activation function of the unit, network architecture, and the
weight of each input connection [22].
K-Nearest Neighbors (K-NN or K*): K-NN is an instance-based learning algo-
rithm that stores all training instances and does not build a model until a new
instance needs to be classified [23], and they use some domain-specific distance
function to retrieve single and most similar instance from the training set [24].
Isotonic Regression: It is a regression method, and it does its job by weighted least
squares to evaluate linear regression models [25].
Randomizable Filter Classifier: It is used for running an arbitrary classifier on
data that has been passed through an arbitrary filter. Like the classifier, the structure
of the filter is based exclusively on the training data and test instances will be
processed by the filter without changing their structure [26].

4.2 Meta-scheme Algorithms

Voting: It is a class used to combine multiple predictors, and different combinations
of probability estimates for regression are available. In vote method, each predictor
gets one vote and the majority wins [13].
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5 Experimental Work

We conducted a survey to finalize the risk factors. In the survey, we asked the
participants to categorize risk factors to three levels according to the likelihood of
happening and their effect on cloud computing. These categories are as follows:
important, neutral, and not important. Thirty-five international experts responded to
the survey from different countries, and all of them agreed that the previously
defined factors are important, which means that they have great effect over cloud
computing. Next, we give each risk factor a numeric range of values, and finally,
we formulated expert rules and use some statistical methods to generate the data
based on the rules. The dataset contains 18 input attributes and comprises of 1940
instances. The 18 attributes were labeled as DI, IDD, RC, BC&SA, TPM, I&P, DL,
IAP, DL&IS, R, RE, SLA, A&AC, ShE, DB, DS, VV, and DI. Risk factors are
illustrated in Table 1 with their corresponding ranges for numeric values. We used
percentage split to test and evaluate the algorithms. In percentage split, the dataset is
randomly splitting the training and testing data as follows:

• 60–40 % (A)
• 70–30 % (B)
• 80–20 % (C)
• 90–10 % (D)

5.1 Ensemble Method

The experiments were implemented using WEKA software [18]. To implement
ensembles to combine the base predictors, we use a voting combination method and
the combination rule used is the average of probabilities. In our previous work, we
did experiments and used more than thirty algorithms, six of them give us good
results. In this study, we use those algorithms as the base predictors, and those

Table 1 Risk factors and
their associated range values

Risk factor Range value Risk factor Range value

DI 0–3 R 1–3

IDD 1–3 RE 0–2

RC 0–1 SLA 0–3

BC&SA 1–3 A&AC 0–3

TPM 0–2 ShE 1–3

I&P 0–1 DB 0–2

DL 0–3 DS 0–1

IAP 0–1 VV 1–3

DL&IS 0–3 DI 0–2
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Table 2 RMSE from 2 predictors using the voting algorithm

Algorithms Org 1st 2nd 3rd 4th 5th 6th 7th

IBK + Isreg 0.0014 0.0014 0.0013 0.0014 0.0014 0.0014 0.0014 0.0014

ET + K* 0.0018 0.009 0.0048 0.0024 0.0019 0.0019 0.0021 0.0018
MLP + RFC 0.0011 0.0009 0.0012 0.0059 0.0011 0.001 0.0016 0.0011

ET + RFC 0.0019 0.0018 0.0018 0.0018 0.0018 0.0019 0.002 0.0019

IBK + K* 0.0011 0.0089 0.0048 0.0019 0.0012 0.0013 0.0015 0.0011
IBK + ET 0.0019 0.0019 0.0019 0.0019 0.0018 0.0019 0.0019 0.0019

IBK + MLP 0.0011 0.001 0.0012 0.006 0.001 0.001 0.0016 0.0011

IBK + RFC 0.0014 0.0014 0.0014 0.0014 0.0014 0.0014 0.0015 0.0014
Isreg + ET 0.0019 0.0019 0.0018 0.0019 0.0019 0.0019 0.0019 0.002

Isreg + K* 0.0012 0.0088 0.0047 0.0018 0.0011 0.0012 0.0015 0.0011
Isreg + MLP 0.001 0.0009 0.0011 0.0058 0.001 0.001 0.0016 0.001

Isreg + RFC 0.0014 0.0013 0.0013 0.0014 0.0014 0.0014 0.0014 0.0014

ET + MLP 0.0019 0.0016 0.002 0.006 0.0017 0.0017 0.0022 0.0018

K* + MLP 0.0011 0.009 0.005 0.0064 0.0011 0.0012 0.0021 0.001
K* + RFC 0.0011 0.0089 0.0048 0.0019 0.0011 0.0013 0.0014 0.0011

Table 3 RMSE from 3 predictors using the vote algorithm

Algorithm Org 1st 2nd 3rd 4th 5th 6th 7th

BK + K* + RFC 0.001 0.006 0.0033 0.0014 0.001 0.0011 0.0012 0.001

IBK + K* + MLP 0.0009 0.006 0.0034 0.0043 0.0009 0.001 0.0015 0.0009

IBK + K* + ET 0.0013 0.0061 0.0033 0.0017 0.0014 0.0014 0.0015 0.0013

IBK + K* + Isreg 0.0011 0.0014 0.0032 0.0014 0.001 0.0011 0.0012 0.001

IBK + RFC + MLP 0.001 0.001 0.0011 0.004 0.001 0.001 0.0013 0.001

IBK + RFC + ET 0.0014 0.0015 0.0014 0.0014 0.0014 0.0015 0.0015 0.0015

IBK + RFC + Isreg 0.0012 0.0012 0.0012 0.0012 0.0012 0.0012 0.0013 0.0012

IBK + MLP + ET 0.0014 0.0015 0.0015 0.0041 0.0013 0.0013 0.0016 0.0014

IBK + MLP + Isreg 0.001 0.0009 0.001 0.0039 0.001 0.001 0.0014 0.001

IBK + ET + Isreg 0.0015 0.0015 0.0014 0.0015 0.0014 0.0015 0.0015 0.0015

K* + RFC + MLP 0.0009 0.006 0.0034 0.0044 0.0009 0.001 0.0015 0.0009

K* + RFC + ET 0.0013 0.006 0.0033 0.0017 0.0014 0.0014 0.0015 0.0013

K* + RFC + Isreg 0.0011 0.0059 0.0032 0.0014 0.001 0.0011 0.0012 0.001

K* + MLP + ET 0.0013 0.0061 0.0035 0.0044 0.0013 0.0014 0.0018 0.0013

K* + MLP + Isreg 0.0009 0.0059 0.0033 0.0044 0.0009 0.0009 0.0016 0.0007

K* + ET + Isreg 0.0014 0.006 0.0032 0.0017 0.0014 0.0014 0.0015 0.0014

RFC + MLP + ET 0.0013 0.0012 0.0014 0.004 0.0013 0.0013 0.0016 0.0014

RFC + MLP + Isreg 0.001 0.0009 0.001 0.0019 0.001 0.001 0.0014 0.001

RFC + ET + Isreg 0.0015 0.0014 0.0014 0.0014 0.0015 0.0015 0.0015 0.0015

MLP + ET + Isreg 0.0014 0.0013 0.0014 0.004 0.0014 0.0013 0.0017 0.0014
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algorithms are as follows: Isotonic Regression, Randomizable Filter Classifier,
Kstar, Extra tree, IBK, and the multilayered perceptron.

Performance statistics are calculated across all datasets using root-mean-square
error (RMSE) and correlation coefficient (CC), but since CC is almost (0.9999 or 1),
we did not include it in the tables. Table 2 represents the root-mean-square error of
the ensemble with two base predictors applied to all 8 datasets. In this table, we
tried all possible combinations of the six base predictors and then applied them to
all percentages of each dataset. Table 3 represents the RMSE of ensembles with
three base predictors. Similarly, Tables 4 and 5 represent the RMSE of ensembles
with 4 and 5 base predictors, respectively. The bold numbers in these tables rep-
resent the best RMSE for each dataset obtained.

6 Discussions

The main aim of this study was to improve the performance by combining the
outputs of multiple predictors. In order to do that, several numbers of combina-
tions of basic predictors (2, 3, 4, and 5) were applied by using the vote combi-
nation method and then implemented it on all datasets. Table 6 represents the best
results for each dataset obtained from all probability of a combination of base
predictors. The bold numbers show the best result obtained from each combina-
tion in all datasets. It shows that the best result is attained when we combine 3
algorithms.

Table 5 RMSE from 5 predictors using the vote algorithm

Algorithm Org 1st 2nd 3rd 4th 5th 6th 7th

IBK + K* + RFC + MLP + ET 0.001 0.0037 0.0022 0.0027 0.001 0.001 0.0012 0.001

IBK + K* + RFC + MLP + Isreg 0.0009 0.0036 0.0021 0.0027 0.0008 0.0009 0.0012 0.0009

IBK + K* + RFC + ET + Isreg 0.001 0.0037 0.002 0.0012 0.0011 0.0011 0.0011 0.0011

IBK + Kstar + MLP + ET + Isreg 0.001 0.0037 0.0021 0.0027 0.001 0.001 0.0013 0.001

IBK + RFC + MLP + ET + Isreg 0.0011 0.0011 0.0011 0.0024 0.001 0.0011 0.0012 0.0011

K* + RFC + MLP + ET + Isreg 0.001 0.0037 0.0021 0.0027 0.001 0.001 0.0013 0.001

Table 6 The best RMSE from different combinations

Algorithm Org 1st 2nd 3rd 4th 5th 6th 7th

2 Algorithms 0.001 0.0009 0.0011 0.0014 0.001 0.001 0.0014 0.001

3 Algorithms 0.0009 0.0009 0.001 0.0012 0.0009 0.0009 0.0012 0.0007
4 Algorithms 0.0008 0.0009 0.001 0.0012 0.0008 0.0009 0.0011 0.0009

5 Algorithms 0.0009 0.0011 0.0011 0.0012 0.0008 0.0009 0.0011 0.0009
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7 Conclusions

In this paper, an investigation of using meta-scheme algorithms was performed. The
main goal of this experimental work is the use of ensemble methods to improve the
performance and increase the efficiency. We examined the performance of the
combination of (2, 3, 4, and 5) predictors by using vote combination method.

The effect of subsets of training and testing data is also illustrated here by
splitting the sub-dataset randomly into four different groups and taking the best
RMSE from all percentages. The empirical results show that the combination of 3
algorithms gives the best result with the 7th dataset.

References

1. Avram, M.: Advantages and challenges of adopting cloud computing from an enterprise
perspective. Proc. Technol. 12, 529–534 (2014)

2. Paquette, S., Jaeger, P.T., Wilson, S.C.: Identifying the security risks associated with
governmental use of cloud computing. Gov. Inf. Q. 27, 245–253 (2010)

3. Carroll, M., Van Der Merwe, A., Kotze, P.: Secure cloud computing: benefits, risks and
controls. In: Information Security South Africa (ISSA), vol. 2011, pp. 1–9 (2011)

4. Sun, D., Chang, G., Sun, L., Wang, X.: Surveying and analyzing security, privacy and trust
issues in cloud computing environments. Proc. Eng. 15, 2852–2856 (2011)

5. Brender, N., Markov, I.: Risk perception and risk management in cloud computing: results
from a case study of Swiss companies. Int. J. Inf. Manag. 33, 726–733 (2013)

6. Subashini, S., Kavitha, V.: A survey on security issues in service delivery models of cloud
computing. J. Netw. Comput. Appl. 34, 1–11 (2011)

7. Zissis, D., Lekkas, D.: Addressing cloud computing security issues. Future Gener. Comput.
Syst. 28, 583–592 (2012)

8. Chandran, S., Angepat, M.: Cloud computing: analyzing the risks involved in cloud
computing environments. Proc. Nat. Sci. Eng., 2–4 (2010)

9. Chen, H., Tiho, P., Yao, X.: Predictive ensemble pruning by expectation propagation. IEEE
Trans. Knowl. Data Eng. 21, 999–1013 (2009)

10. Freund, Y., Schapire, R.E.: A desicion-theoretic generalization of on-line learning and an
application to boosting. In: Computational Learning Theory, pp. 23–37 (1995)

11. Partalas, I., Tsoumakas, G., Vlahavas, I.: An ensemble uncertainty aware measure for directed
hill climbing ensemble pruning. Mach. Learn. 81, 257–282 (2010)

12. Li, L., Hu, Q., Wu, X., Yu, D.: Exploration of classification confidence in ensemble learning.
Pattern Recogn. 47, 3120–3131 (2014)

13. Prodromidis, A., Chan, P., Stolfo, S.: Meta-learning in distributed data mining systems: Issues
and approaches. In: Kargupta, H., Chan, P. (ed.) Advances in Distributed and Parallel
Knowledge Discovery, AAAI/MIT Press (2000)

14. Dietterich, T.G.: Ensemble methods in machine learning. In: Multiple Classifier Systems,
pp. 1–15. Springer, Berlin (2000)

15. Canuto, A.M., Abreu, M.C., de Melo Oliveira, L., Xavier, J.C., Santos, A.D.M.: Investigating
the influence of the choice of the ensemble members in accuracy and diversity of selection-
based and fusion-based methods for ensembles. Pattern Recogn. Lett. 28, 472–486 (2007)

16. Melville, P.: Creating Diverse Ensemble Classifiers. Computer Science Department,
University of Texas at Austin (2003)

Modeling Cloud Computing Risk Assessment Using Ensemble Methods 273



17. Han, J., Kamber, M.: Data Mining, Southeast Asia Edition: Concepts and Techniques. Morgan
Kaufmann, Massachusetts (2006)

18. Désir, C., Petitjean, C., Heutte, L., Salaun, M., Thiberville, L.: Classification of
endomicroscopic images of the lung based on random subwindows and extra-trees. IEEE
Trans. Biomed. Eng. 59, 2677–2683 (2012)

19. Witten, I.H., Frank, E., Trigg, L.E., Hall, M.A., Holmes, G., Cunningham, S.J.: Weka:
practical machine learning tools and techniques with Java implementations (1999). http://
www.cs.waikato.ac.nz/ml/publications/1999/99IHW-EF-LT-MH-GH-SJC-Tools-Java.ps

20. Chauhan, H., Kumar, V., Pundir, S., Pilli, E.S.: A comparative study of classification
techniques for intrusion detection. In: 2013 International Symposium on Computational and
Business Intelligence (ISCBI), pp. 40–43 (2013)

21. Ali, S.S., Kate, A.: On learning algorithm selection for classification. Appl. Soft Comput. 6,
119–138 (2006)

22. Kotsiantis, S.B., Zaharakis, I.D., Pintelas, P.E.: Machine learning: a review of classification
and combining techniques. Artif. Intell. Rev. 26(3), 159–190 (2007)

23. Phyu, T.N.: Survey of classification techniques in data mining. In: Proceedings of the
International MultiConference of Engineers and Computer Scientists, pp. 18–20 (2009)

24. Cleary, J.G., Trigg, LE.: K*: an instance-based learner using an entropic distance measure. In:
ICML, pp. 108–114 (1995)

25. Wu, C.H., Su, W.H., Ho, Y.W.: A study on GPS GDOP approximation using support-vector
machines. IEEE Trans. Instrum. Measur. 60, 137–145 (2011)

26. http://weka.sourceforge.net/doc.dev/weka/classifiers/meta/package-summary.html

274 N. Ahmed and A. Abraham

http://www.cs.waikato.ac.nz/ml/publications/1999/99IHW-EF-LT-MH-GH-SJC-Tools-Java.ps
http://www.cs.waikato.ac.nz/ml/publications/1999/99IHW-EF-LT-MH-GH-SJC-Tools-Java.ps
http://weka.sourceforge.net/doc.dev/weka/classifiers/meta/package-summary.html


Design Consideration for Improved
Term Weighting Scheme for Pornographic
Web sites

Hafsah Salam, Mohd Aizaini Maarof and Anazida Zainal

Abstract Illicit Web content filtering is a content-based analysis technique, applied
to censor inappropriate contents on the Internet. Web content filtering can recognize
undesirable contents through the application of AI techniques, linguistic analysis, or
machine learning to classify Web pages into a set of predefined categories.
However, the capacity to distinguish between useful and harmful Web content
remains a major research challenge, which usually leads to the problem of under-
blocking and over-blocking. Further, the extraction of best term representation for
classifier presents a major limitation due to curse of dimensionality, where a feature
can have the same term frequency (TF) in two or more categories but has different
semantic meanings such as illicit pornography and sex education context also
known as ambiguous issues. Besides, the high dimensionality of features on a Web
page, even for moderate size, it has made the term representation value for classifier
more complex, which affects the performance of classification. Thus, this research
proposes a modified term weighting scheme (TWS) for narrative and discrete Web
in order to increase the classification performance. Characteristics of pornography
Web site were extracted and significant characteristics were identified and mapped
against term weighting factors. Initial result revealed that other criteria such as rare
feature have potential to be regarded as significant criteria in TWS technique to
distinguish high-similarity Web content.
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1 Introduction

With the rapid growth of the Internet, Web pages have become a major source for
people to look for information. However, information on the Internet is not always
useful, some information is classified as healthy and some are unhealthy. Health
information such as news, knowledge, and sports, while unhealthy information such
as pornography, deviant teaching, bullying and violence, comprises wealth of
information on the Internet. Datuk Seai Kie (Malaysia Deputy Minister of Women,
Family and Community Development) (2011) asserts that the impacts of unhealthy
information toward Malaysian society are strong as the number of cases such as
raping, child molestation, pedophilia, prostitution, domestic violence and sexual
harassment is on the rise [1]. Factors that lead to such negative scenario can be
attributed to the no-restriction policies in Web services [2], large amount of por-
nography resources [3, 4], and vulnerability of human to reveal unethical online
behavior, such as seeking online pornography [4]. Therefore, the security of infor-
mation also needs to be considered when accessing information on the Web pages.

Security of the information on the Web pages does not only consider confi-
dentiality, integrity, and availability of the information, but also the usefulness of
the information. Usefulness in information security can be defined as valuable,
helpful, and positive [5, 6]. If usefulness is not considered, it can increase the cases
of violence against women [7], situations where kids have possibility to act out sex
against other kids [4] and kids’ attitudes and development changes badly [8]. Thus,
this fact shows that a proper system is needed which can help to block Malaysian
citizens from accessing harmful Web pages. One of the available methods that can
be used to censor the inappropriate Web content is by using Web filtering system.
Usually, researchers use four different techniques: uniform resource locator (URL)
blocking, platform for Internet content selection (PICS) blocking, keyword
matching and Web content analysis to filter the Web content.

However, these techniques have their own limitations in classifying Web pages.
The drawbacks of URL blocking are difficult to maintain up-to-date list, high
maintenance, and the need to store offline data because new Web sites are contin-
uously and rapidly emerging [9]. Meanwhile, PICS blocking requires metadata
element to describe the content ofWeb pages, which relies mainly on “trust” because
publishers are allowed to label metadata information and only a small fraction of
Web page follows the PIC standard [10]. Keyword matching technique cannot deal
with the Web sites that contain misspelled words, similar terminologies, and with the
Web sites written in different languages [3]. Finally, the fourth common technique
used is the Web content analysis. It requires substantial time-consumption process in
order to process the data in-depth analysis of Web sites [9, 11].

Among these techniques, the Web content filtering can deal with frequently
changing Web sites and can understand the semantic meaning of the Web sites
[9, 11]. This technique is reliable in classifying pornographic Web sites due to its
ability to analyze various types of element in a Web page for classification
including text, images, metadata, links, and scripts. However, this technique has a
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limitation to solve ambiguous issues. An ambiguous issues refer to Web pages that
have high similar content but different terminologies, e.g., pornography and sex
education Web pages.

For instance, Lee et al. [12] addressed this challenge using modified entropy
(M. Entropy) with 90 % accuracy rate based on the assumption that the document
length for pornography Web sites is short, while comprising majorly, visual–
multimedia information. However, it may be insufficient if such harmful Web sites
are designed in a narrative form. Besides, M. Entropy opines to only consider terms
that are frequent in most documents which obeys the concept of entropy method
[13]. Conversely, Wang and Zhang [14] opine to consider the distribution of term
categories, rather than among documents.

Further, Hammami et al. [15] have proposed a WebAngels to address these
limitations with 89 % classification accuracy rate by considering the number of
violent words in the URL and combining textual and structural analysis. However,
it faces difficulty when tested with unknown Web sites because WebAngels require
profile list to launch. Additionally, it requires high maintenance due to high pro-
cessing time, periodic update of URL checklist as well as high dimensionality of
feature space of textual analysis.

However, Santos et al. [16] proposed WR, which utilizes text content analysis to
filter pornography Web sites through TFIDF and Dynamic Markov compression
(DMC). WR possess high advantage in term of vulnerability to attack from illicit
Web sites. As known, TFIDF is a common approach with a disadvantage of cannot
differentiate between pornography and sex education Web sites [12].

Thus, the improvements of textual content analysis technique are desired in
order to increase the classification accuracy of pornography Web sites. This can be
achieved by considering the criteria TWS factor. Without properly selecting a
significant term, this problem can introduce high dimensionality of feature space
and cause heavy overhead to build the document classifier, which automatically
influences the categorization accuracy. Therefore, this ambiguous issue can be
reduced by enhancing the existing term weighting scheme (TWS) factor by using
the idea of considering the characteristics of pornography Web sites based on the
criteria of TWS factor in order to select most relevant features to represent the
original content.

This paper is organized as follows. Section 2 discusses the criteria of TWS factor
and the related work. Section 3 explains the initial result of the characteristics of
pornography Web sites based on the criteria of TWS factor. The analysis and
conclusion of the results are discussed in Sect. 4.

2 Term Weighting Scheme (TWS)

As previously discussed in Sect. 1, the text representation requires to reduce
dimensionality of feature space in text content analysis by selecting only a signif-
icant subset of features to represent the Web pages. This process occurs in
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dimension reduction phase for text classification, which is also known as feature
selection method. The main challenge in representing Web pages as faced by the
existing TWS methods is to solve ambiguity in Web pages with high similar
content but different terminologies. TWS is a statistical measure used to rank the
importance of the term and weight by quantifying the contribution of each term to
the document [12]. Table 1 shows the review summary of the existing techniques of
TWS based on the criteria of TWS factors. Based on Table 1, twelve existing TWS
had been considered and mapped against term weighting factor. These methods
includes term frequency (TF), document frequency (DF), TFIDF, entropy, M.
Entropy, information gain (IG), chi-square (χ2), mutual information (MI), glasgow,
term strength (TS), gain ratio, and odd ratio. In order to associate a weight to each
term, three factors need to be considered which includes TF factor, collection
frequency factor and normalization frequency factor [17]. Further explanation of
criteria for each TWS factor for Table 1 is discussed.

2.1 Term Frequency Factor

Previous research works defined TF factor (tf) as the total number of term repeated
in a document to closely represent the content of the document [14]. This factor can
be categorized as local weight by considering the frequency of term occurrence in
the document. TF factor has three common criteria, which are favoring common,
absence, and rare features. In favoring common features criteria, the importance of
the term in the document depends on the frequency of the term used. This feature is
included in existing TWS methods such as TF, DF, entropy, modified entropy, IG,
χ2, MI, and odds ratio. Erenel and Altincay [18] used TF method to define their
weight (w) by considering these common criteria.

Based on Table 1, TF, DF, Entropy, M. Entropy, IG, χ2, MI, and odds ratio are
methods that favor common features in their weight. Most of these methods con-
sider the percentage of frequency of common features in determining their weight.
For instance, TF, entropy, M. Entropy, χ2, MI, and odds ratio is the method with
concept of “the higher occurrence of a term, the more important it is in that
document” [14, 17, 19, 20]. This is in contrast to DF, which considers common
features, but ignores the real contribution of a word within a document. This
prevents it from examining the relative importance of a document. Thus, the
technique used in selecting the features can be different even when the same criteria
are considered. However, due to data ambiguity, this criterion may be insufficient to
represent the content of the document.

Meanwhile, favoring absent feature is second criterion of the TF factor and it is
used to measure the document based on the presence or absence of a term in a
document [21]. As shown in Table 1, IG and χ2 are methods that consider this
criterion by knowing the presence and absence of a term in a document. For
instance, IG measures the amount of information obtained for category prediction
by knowing the presence or absence of a term in a document [19, 21].
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On the other hand, favoring rare feature focuses on low frequency of term that
appears in the document, which is the opposite of the first criterion [22]. According
to Table 1, methods that determine their weight by using favoring rare TFIDF
define the words in the document to be very relevant if a word is infrequent in text
collection by penalizing a term if it frequently appears in most of document using
variables log (N/dfi) [19, 21, 22].

2.2 Collection Frequency Factor

By considering the TF alone, TWS may not be able to select all the relevant
documents. Therefore, another important aspect is the collection frequency factor
also known as idf factor or global weight by considering the distribution of the
documents containing the term [20]. It is important to increase the discrimination
power to only select relevant terms to get a better result by the multiplication of tf
and idf factors. Based on Table 1, the criteria for collection frequency factor include
TF information, favoring features in document, favoring frequent term in a col-
lection, favoring infrequent term in a collection and favoring features in a category.

Lan et al. [23] have examined TWS by comparing idf with the TF approach such
as tf:idf, log (1 + tf):idf, tf, only idf prob and idf alone that is related to collection
frequency factor. The result has no significant difference among them in some
instance, it even decreases the discriminating power of selecting relevant terms
when combining idf with the common approach of TF factor. Other research
findings such as Deng et al. [24] and Debole and Sebastiani [25] replace this
collection factor with metrics such as IG, gain ratio, χ2 and odds ratio but need to
know the information in the category relationship to make a better result as shown
in Table 1. Thus, this factor will be further discussed in future work.

2.3 Normalization Frequency Factor

Another important factor that needs to be considered is normalization factor. This
factor takes into account the length of the documents [12]. Three common
approaches in normalization frequency factor are normalizing the documents
length, favoring short document and penalizing longer document [26]. As shown in
Table 1, M. Entropy and glasgow considered this factor to penalize the length
whether short or too long document. Based on Table 1, MI and odds ratio are
methods that are used in the six criteria of TWS factor to represent the original
content. Thus, those methods will be further researched in order to examine the
accuracy when classifying pornography Web content.
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3 Characteristic of Pornography Web sites

Pornography Web sites have distinguishable characteristics which can be used to
explicitly represent pornographic content. The purpose of this analysis is to dis-
tinguish high-similarity Web content within pornography and sex education Web
sites by considering the TWS factors. Pornographic Web sites can be in the form of
narrative or discrete or a mixture of both. A manual inspection is first considered
before applying the technicality of content analysis method, by observing the
characteristics of pornography Web sites in order to provide learned opinion to
address data ambiguity. This analysis is done by categorizing the Web pages into
narrative type, or discrete type. This initial study used 300 Web sites. The corpus
consists of three categories of Web sites; narrative pornographic Web sites, discrete
pornographic Web sites, and healthy Web sites, 100 Web sites for each category,
respectively. The data were passed through preprocessing phase in order to clean
the data before manually analyzing the data. The three steps of preprocessing
include HTML parsing, stemming and stopping. In this study, Porter2 Stemmer is
used for stemming process.

This section discusses the characteristics of pornography Web sites based on the
criteria used in TWS factors as discussed in previous section. The objective of this
paper is to determine which criterion has the potential to solve data ambiguity
challenge.

The result for the first criterion of TF factor is shown in Table 2. D1 until D3
represents 100 documents of narrative pornography Web sites which are subdivided
into three types; D1 represents 35 Web pages that have no image, D2 represents 35
Web pages that have not more than three images and D3 represents 30 Web pages
that have not more than 5 images. D4 through D6 represents 100 documents of
discrete pornography Web sites that are subdivided into three types; D4 represents
35 Web sites that have less than 30 words, D5 represents 35 Web sites that have
between 31 and 60 words, and D6 represents 30 Web sites that have 300 words. D7
until D9 represents 100 documents of healthy Web sites which are divided into
three types includes; D7 represents 35 narrative healthy Web sites, D8 represents 35
discrete healthy Web sites and D9 represents 30 discrete healthy Web sites with not
more than 5 images.

Table 2 Common features criteria

Term (%) Pornography Web sites Healthy Web sites

Narrative form Discrete form

D1 D2 D3 D4 D5 D6 D7 D8 D9

Illicit term 32 36 38 38 40 44 8 6 4

Healthy term 68 64 62 62 60 56 92 94 96

(a) D1–D3 represent 100 document of narrative pornography Web sites
(b) D4–D6 represent 100 document of discrete pornography Web sites
(c) D7–D9 represent 100 document of healthy Web sites

Design Consideration for Improved Term Weighting Scheme … 281



The result shows about 40 % of common features, which consists of illicit terms,
whether in narrative or discrete pornography Web sites. Meanwhile, less than 8 %
of common features consist of illicit terms in healthy Web sites. Thus, illicit term is
observes more frequent features in pornography document than healthy document.
Thus, common feature criterion can significantly differentiate pornography from
non-pornography Web sites due to illicit terms appearance in common features
since pornography Web sites possesses higher features than healthy Web sites.

The second criterion for the TF factor is favoring absence features. Table 3
shows the terms occurrence for narrative and discrete form of pornography Web
sites but absent in healthy Web sites. This feature is able to distinguish between
pornography and healthy Web sites if it contains the words shown in Table 3. Thus,
this criterion can also be considered in order to represent pornographic document.

Finally, the last criterion is rare features which is defined as the feature that
appears infrequently in a document. D1 through D9 represents document of por-
nography and healthy Web sites similar to notation in Table 2. From the result in
Table 4, about 3 % of rare features content is illicit terms in pornography Web sites
which are D1 through D6. However, the results of healthy Web sites (D7, D8 and
D9) are significantly different from pornography Web sites, which contains non-
illicit term as observed in the Web sites. As shown in the results, some of the
healthy Web sites use illicit term, but the term occurrence is very high which is
the primary source of data ambiguity challenge. However, a closer observation of
the result in Table 4 reveals that there are no terms for illicit features. Therefore, this
criterion is potentially useful for data ambiguity mitigation since rare features can
differentiate between pornography and healthy Web sites by using the appearance
of illicit terms in rare features.

Table 3 Absence features
criteria

Term Frequency (%)

Cumshot 3

Shaft 2

Tits 2

Asshole 1

Clit 3

Table 4 Rare features criteria

Term (%) Pornography Web sites Healthy Web sites
(100)Narrative (100) Discrete (100)

D1 D2 D3 D4 D5 D6 D7 D8 D9

Illicit 3 1 2 2 2 3 0 0 0

Healthy 97 99 98 98 98 97 100 100 100

(a) D1–D3 represent 100 document of narrative pornography Web sites
(b) D4–D6 represent 100 document of discrete pornography Web sites
(c) D7–D9 represent 100 document of healthy Web sites
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As in Tables 2, 3, and 4, the characteristics of pornography Web site were
extracted and significant characteristics were identified and then mapped against
term weighting factors with the result come out as shown in Table 5. Based on
Table 5, there are six out of eleven criteria of TWS factor that represent the
narrative form of pornography Web sites, seven criteria for discrete form of por-
nography Web sites, and six criteria for healthy Web sites. These criteria will be
considered in order to produce TWS, which are capable of representing term in
ambiguous Web content and discrete Web pages with low-dimensional feature
space.

4 Conclusion and Future Work

The problems of new Web sites that continuously and rapidly emerge are factors
that influence the performance of existed Web filtering techniques, which are not
significantly efficient. Thus, accuracy rate of illicit Web content filtering can still be
improved by considering all criteria in TWS factors in order to select significant

Table 5 Characteristics of Pornography Web site

No. TWS factors Criteria Web sites

Narrative
form of
pornography

Discrete
form of
pornography

Healthy

A. Term
frequency
factor

Favoring common features ✓ ✓ ✕

Using feature absence ✓ ✓ ✓

Favoring rare features ✓ ✓ ✓

B. Collection
frequency
factor

Using term frequency
information

✕ ✕ ✕

Favoring features in
document

✓ ✓ ✕

Favoring frequent term in a
collection, it is estimated to
be very relevant for the
document

✓ ✓ ✓

Favoring infrequent term in a
collection, it is estimated to
be very relevant for the
document

✕ ✕ ✕

Favoring features in a
category

✓ ✓ ✓

C. Normalization
frequency
factor

Normalize term length ✓ ✕ ✓

Favor short documents ✕ ✓ ✕

Penalizes too long document ✕ ✕ ✓

Total 7 7 6
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features to represent term for ambiguous Web contents. Based on the finding
obtained from Tables 1 and 5, we considered M. Entropy, MI and odds ratio to be
useful feature for dimension reduction, feature selection, and data ambiguity
challenge. This is because, the total number of criteria of TWS factor for these
methods (6 in this case) in Table 1 is be very close to total number of the char-
acteristics of narrative and discrete pornography Web sites as shown in Table 5.
Thus, criterion favoring absent features and rare features will be highlighted in
future research in order to solve data ambiguity issues.

Accuracy rate of TWS can still be improved by considering all criteria in TWS
factors in order to solve ambiguous issues. In addition, we plan to examine existing
TWS especially M. Entropy, MI, and odds ratio by expanding the class of data set
to huge corpus in order to study which methods have higher accuracy in order to
classify narrative and discrete pornography Web sites. Other factors in TWS such as
DF factor and normalization frequency factor are not discussed in this paper. These
topics are strongly recommended for future works. Further, a better feature selec-
tion method can be adapted to solve data ambiguity issues.
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A Novel Secure Two-Party Identity-Based
Authenticated Key Agreement Protocol
Without Bilinear Pairings

Seyed-Mohsen Ghoreishi, Ismail Fauzi Isnin, Shukor Abd Razak
and Hassan Chizari

Abstract Many Identity-Based two-party Key Agreement protocols have been
proposed in recent years. Some of them are built on pairing maps, whereas some
others could eliminate the pairings in order to decrease the complexity of compu-
tation. In this paper, we proposed a secure pairing-free Identity-Based two-party
Key Agreement protocol which besides supporting security requirements uses less
computational cost in comparison with existing related works.

Keywords Identity-based � Pairing-free � Two-party � Key Agreement �
Efficiency

1 Introduction

A Key Agreement protocol enables two or more entities to establish a shared secret
through an unsecure channel. In an Identity-Based Key Agreement protocol, the
public key of involving entities is driven from their public identity. Since providing
a secure session key in an unsecure channel is one of the most significant chal-
lenging issues, Key Agreement protocols received widespread attention in cryp-
tography research community. It is worth to note that the focus of this paper is on
two-party Identity-Based Key Agreement protocols.
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In order to avoid complex certificate management in traditional public key
cryptosystems (PKC), Shamir in [1] introduced a novel idea named identity-based
cryptography. In this category of PKC, users’ public key is their identity (e.g.,
telephone number, image, and email address). Therefore, both communicating
entities should have knowledge about each other’s identifier before starting the
communication.

However, making this theory functional remained an open problem until 2001
that Boneh and Franklin in [2] could propose a fully functional identity-based
encryption scheme.

Following the work of Boneh and Franklin, various identity-based cryptosys-
tems including Key Agreement protocols have been published based on bilinear
pairings [3–6]. Bilinear pairing is a cryptographic function that maps a pair of
elements of two elliptic curve-based algebraic groups to an element of a determined
finite field [7]. However, pairing operations have been considered as an expensive
cryptographic function by consuming about twenty times more expensive com-
putational cost than scalar multiplication over an elliptic curve group [7]. Hence, to
avoid high computational cost of pairings, several Identity-Based pairing-free Key
Agreement protocols have been proposed recently (refer to Sect. 2).

To improve the efficiency, we proposed a pairing-free Identity-Based Key
Agreement protocol, named PFID KA.

The rest of this paper is organized as follows. Some related works are reviewed
in the Sect. 2. In Sect. 3, preliminaries including utilized notations and description
of main phases of Identity-Based Key Agreement protocols are described. Section 4
assigns to our proposed pairing-free Key Agreement protocol in detail. In Sect. 5,
analysis over security and efficiency of the proposed protocol is provided. At last,
we draw the conclusion.

2 Related Works

There exist many pairing-free two-party Key Agreement protocols over elliptic
curve-based algebraic groups. In 2010, Cao et al. in [8] proposed a pairing-free
Identity-Based authenticated Key Agreement protocol with two message exchan-
ges. They could reduce the required message exchange in comparison with previous
related works presented in [9, 10]. However, as shown in [11], the proposed pro-
tocol by Cao et al. in [10] was not secure against known session-specific temporary
information attack and key offset attack. Islam and Biswas in [11] could propose an
improved version that does not suffer from mentioned security flaws. Their pro-
posed scheme requires less computational cost by the use of three scalar multi-
plication and one point addition.

Besides the proposed protocols above, Farash and Attari in [12] have tried to
modify the proposed protocol of Cao et al. [10] by considering different private key
generators.
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3 Preliminaries

In this section, we are going to present the required preliminaries for this article.

3.1 Notations

The suggested notations and assumptions, which are needed to realize following
sections, are listed as follows:

q A large prime number
Fq A finite field over q
E=Fq An elliptic curve over Fq

G A subgroup of E=Fq

P A generator of the group G
s A randomly chosen element of Z�

q

Ppub sP
H1, H2 Two collision-free one-way hash functions
IDi Identity of user i
ks Session key

Next section explains the main phases of Key Agreement protocols in the
context of identity-based cryptosystems in detail.

3.2 Main Phases of Identity-Based Key Agreement Protocols

A possible way to define an Identity-Based two-party Key Agreement protocol is to
partition four sub-protocols as main phases. Based on this categorization, these
phases are named SETUP, EXTRACTION, EXCHANGE, and COMPUTATION.

SETUP
In this phase, the corresponding algorithm takes the security parameter to generate
Params and master key. A trusted third party named private key generator (PKG)
keeps master key confidential, whereas Params must be publicly known to all
entities.

EXTRACTION
In this phase, each entity can obtain his private key by interacting with the PKG.

EXCHANGE
In this phase, communicating parties compute a trapdoor one-way function of a
randomly chosen value and exchange it.

A Novel Secure Two-Party Identity-Based Authenticated … 289



COMPUTATION
In this phase, communicating parties can compute the considered session key as a
function of Params and other possessing public and secret parameters.

4 Our Proposed Identity-Based Key Agreement Protocol

In this section, we propose our efficient pairing-free Identity-Based Key Agreement
protocol (named PFID KA) which can satisfy all security requirements. The outline
of current section is to investigate this protocol in detail.

SETUP
This algorithm generates the master key s 2r Z

�
q randomly and then outputs Params

q;Fq;E=Fq;G;P;PPub;H1;H2
� �

by the use of taken security parameter. In Params,
H1: 0; 1f g� �G ! Z

�
q and H2: 0; 1f g� � 0; 1f g� �G� G� G ! Z

�
q. The rest

elements are introduced in Sect. 3.

EXTRACTION
In this phase, an entity such as the one who possesses IDi identifier refers to PKG to
take corresponding private key. The PKG first randomly chooses ri 2r Z

�
q, then

computes Ri ¼ riP and hi ¼ H1ðIDi;RiÞ. Finally, the entity’s private key would be
Ri; sih i where si ¼ ri þ hisðmod qÞ.

Now assume that two entities, A and B, are going to agree on a session key. The
EXCHANGE and COMPUTATION phases are as follows:

EXCHANGE
To explain the EXCHANGE phase, mentioned entities do the following:

1. A chooses a random a 2r Z
�
q, computes the key token TA ¼ aðsAPÞ ¼ aððrA þ

hAsðmod qÞÞPÞ and sends TA;RA to the entity B.
2. B chooses a random b 2r Z

�
q, computes the key token TB ¼ bðsBPÞ ¼

bððrB þ hBsðmod qÞÞPÞ and sends TB;RB to the entity A.

COMPUTATION
In this phase, mentioned entities are able to compute the shared secret as follows:

A computes KAB ¼ ½aðrA þ hAsðmod qÞÞ�TB
B computes KBA ¼ ½bðrB þ hBsðmod qÞÞ�TA

Following equation proves that the two computed values for this shared secrets
would be the same.
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KAB ¼ aðrA þ hAsðmod qÞÞ½ �TB
¼ ðasAÞ bððrB þ hBsðmod qÞÞPÞ½ �
¼ asAð Þ bsBð ÞP
¼ bðrB þ hBsðmod qÞÞ½ �TA
¼ KBA

Finally, the agreed session key, ks, is a key derivation function of KAB:

ks ¼ H2 IDA; IDB; TA; TB;KABð Þ
¼ H2 IDA; IDB; TA; TB;KBAð Þ

Figure 1 illustrates PFID KA protocol in a general form.

5 Security and Efficiency Analysis

In this section, we will explain the required security considerations for a Key
Agreement protocol. Moreover, we represent the computational cost of existing
related works to compare them with our proposed protocol from computational
efficiency viewpoint.

Fig. 1 Our proposed protocol
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5.1 Security Considerations

In order to evaluate the security of Key Agreement protocols, one common
approach is the use of following security features explained in [13, 14].

Known-Key Security (KKS)
The KKS indicates that any knowledge about past secret session keys do not lead to
finding future ones. The main reason is that the secret session key is unique and
independent from past established ones.

Forward Secrecy (FS)
A protocol can support this property if in the condition of leakage of entities’ long-
term private keys, the previously established session keys remain secret.

Perfect Forward Secrecy (PFS)
A protocol has this property if in the condition of leakage of entities’ long-term
private keys including PKG, the previously established session keys remain secret.

Key-Compromise Impersonation (KCI)
In the condition of compromising the long-term key of one of the entities, adversary
can impersonate the victim to others but not vice versa.

Unknown Key-Share Resilience (UKSR)
Unknown key-share happens if an adversary could convince an entity to share a
secret session key with him instead of a legitimate entity. A Key Agreement pro-
tocol should be resilient against this type of attack.

Key Control (KC)
This security property indicates that the secret session key would be generated by
both communicating entities together. It means the session key should not be
predetermined by one of them alone.

Known Session-Specific Temporary Information (KSSTI)
If the session key can be computable by the adversary in the condition of the
leakage of a and b (refer to the EXCHANGE phase in Sect. 4), the protocol would
be vulnerable to this attack.

It is worth to note that our proposed protocol supports all mentioned security
attributes. In addition, it can provide key confirmation and prevent key offset attack
if the entities A and B exchange message authentication code (MAC) of a signif-
icant message which is generated based on the session key (for more information
refer to [11]).

5.2 Efficiency Considerations

As mentioned in the second section, related to our proposed protocol, several two-
party Identity-Based Key Agreement protocols without bilinear pairings have been
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proposed. Cao et al. in [8] proposed a pairing-free Key Agreement protocol that has
four scalar multiplications and one point addition. The proposed protocol by Islam
and Biswas in [11] has only three scalar multiplications and one point addition.
Moreover, in 2014, another pairing-free two-party Identity-Based Key Agreement
scheme has been proposed by Farash et al. in [12] that has four scalar
multiplications.

To clear our claim, Table 1 depicts details of proposed protocols in [8, 11] and
the assigned computational costs.

As illustrated in Table 1, our proposed pairing-free Identity-Based Key
Agreement protocol is quite efficient because it just requires three scalar multipli-
cations without any point addition performed by each communicating participant.

6 Conclusion

In recent years, various pairing-free cryptosystems have been designed in order to
reduce high cost of computation resulted by utilizing pairing maps. In this area,
several pairing-free Key Agreement protocols in the context of Identity-Based
cryptosystems have been proposed. In this paper, we could propose an authenti-
cated Identity-Based two-party Key Agreement protocol without using pairing
maps. The proposed protocol is efficient in comparison with existing related works.

Acknowledgments Authors would like to thank Universiti Teknologi Malaysia and Ministry of
Higher Education, Malaysia, for sponsoring this research under vote number 01G98.

Table 1 Efficiency comparisons of different protocols

Authors Exchange and
computation from
A entity viewpoint

Computed
exponentiation
(scalar multiplication)

Computed
point addition

Efficiency
consideration

Cao
et al. [8]

TA ¼ aP;TB ¼ bP

K1
AB ¼ sATB þ aSB

K2
AB ¼ aTB

aP; sATB; aSB; aTB, sBTAð Þ þ ðbSAÞ 4 exponentiation
(scalar
multiplication)
1 point addition

Islam
and
Biswas
[11]

TA ¼ aSA; TB ¼ bSB
KAB ¼ sA½TB þ aSB�

aSA; aSB; sA½TB þ aSB� TB þ ðaSBÞ 3 exponentiation
(scalar
multiplication)
1 point addition

PFID KA TA ¼ aðsAPÞ
KAB ¼ aðsA½TB�Þ

a sAPð Þ; sATB; aðsA½TB�Þ – 3 exponentiation
(scalar
multiplication)
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An Efficient Pairing-Free Certificateless
Authenticated Two-Party Key Agreement
Protocol Over Elliptic Curves

Seyed-Mohsen Ghoreishi, Ismail Fauzi Isnin, Shukor Abd Razak
and Hassan Chizari

Abstract Due to the high computation cost of bilinear pairings, pairing-free
cryptosystems have received widespread attention recently. Various pairing-free
two-party key agreement protocols in the context of public key cryptography (PKC)
have been studied. To avoid complex certificate management in traditional PKC
and key escrow problem in identity-based ones, several certificateless cryptosys-
tems have been proposed in this research area. In this paper, we proposed a secure
and efficient certificateless pairing-free two-party key agreement protocol. In
comparison with related works, our protocol requires less computational cost.

Keywords Pairing-free � Certificateless � Two-party key agreement � Efficiency

1 Introduction

One of the fundamental cryptographic primitives in the context of public key
cryptography (PKC) which enables two or more entities to create a shared session
key is called key agreement protocol. Due to exchanging key tokens over a public
channel before deriving the shared session key, key agreement protocols became
one of critical challenging issues in PKC research area. If roughly speaking, public
key cryptosystems can be categorized in three classes named traditional, identity-
based, and certificateless ones. In a traditional PKC, digital certificates issued by
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Certificate Authority are required in order to provide trustable relationship among
users’ public key. Complex management of certificates is the main drawback of this
group of cryptosystems (for more details, refer to [1]). Shamir in [2] introduced the
theory of identity-based cryptography (IBC) that could resolve mentioned problem
by considering users’ identity (e.g., telephone number, image, email address) as
their public key. However, this theory remained nonfunctional for several years,
until 2001 that a fully functional identity-based encryption scheme has been pro-
posed by Boneh and Franklin in [3]. Although this category of cryptosystems could
solve the problem of traditional PKC, it suffers from key escrow problem resulted
from private key generation process. More precisely, in IBC, the users’ private key
is generated by a trusted third party named private key generator (PKG). Hence,
PKG is able to impersonate users or eavesdrop the transmitted messages between
them. To overcome mentioned problems in traditional PKC and IBC, Al-Riyami
and Paterson introduced a new concept named certificateless public key cryptog-
raphy (CL-PKC) [4]. To generate private key, each user interacts with a trusted
third party called key generation center (KGC) and takes partial keys which is
depended on master key (only known to KGC) and the users’ identity. Afterward,
considered entity chooses a secret value. The final private key would be driven from
the possessing public and private items and mentioned chosen secret.

In continuous to what mentioned above, it is necessary to point out that various
certificateless key agreement protocols have been proposed based on the use of
bilinear pairings [5–8]. The functionality of bilinear pairings is to map two points of
two algebraic groups over an elliptic curve to an element of a determined finite field
[9]. To avoid high computational cost of pairing operations, several certificateless
pairing-free key agreement protocols have been proposed recently (refer to Sect. 2).

Improving the efficiency persuaded us to propose a certificateless key agreement
protocol without bilinear pairings, named ECLKA.

The rest of this paper is organized as follows. Section 2 reviews some related
works. In the third section, preliminaries including utilized notations and descrip-
tion of main phases of certificateless key agreement protocols are described. In
Sect. 4, we present our pairing-free key agreement protocol in detail. In the fifth
section, analysis over security and efficiency of the proposed protocol is provided.
Finally, we draw the conclusion.

2 Related Works

In the context of certificateless two-party key agreement schemes, Hou and Xu in
[10] proposed a pairing-free certificateless authenticated key agreement protocol
inspired by the certificateless encryption scheme proposed by Baek et al. [11]. They
claimed that mentioned work supports all security requirements. At the same year,
Geng and Zhang in [12] proposed another CL-PKC key agreement protocol. These
authors could prove the security of their work under Gap Diffie–Hellman
assumption. However, Yang and Tan in [13] who showed that both mentioned
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works above are insecure proposed a CL-PKC key agreement protocol with strong
security proof. Although their protocol was secure, it failed to be efficient by
requiring nine ECC scalar multiplications. The proposed scheme by He et al. in [14]
seems to be efficient in comparison with previous protocols, but it is insecure as
pointed out by He et al. in [15]. Beside of what mentioned before, the authors of the
proposed protocol in [16] have tried to present an efficient and secure key agree-
ment protocol in the context of pairing-free CL-PKC. However, they could not
reach this goal based on the discussion provided in two different documents [16,
17]. More precisely, the proposed protocol by He et al. in [16] is vulnerable to key
replacement attack and ephemeral key compromise attack.

3 Preliminaries

In this section, we are going to present the required preliminaries for this paper.

3.1 Required Notations

For the sake of simplicity, we standardized utilized notations and assumptions for
the proposed and investigated schemes in the rest of this paper. Table 1 depicts
these items in more detail.

Next subsection represents detailed explanations of the main phases of key
agreement protocols, in the context of certificateless cryptosystems.

3.2 Main Phases of Certificateless Key Agreement Protocols

A certificateless key agreement protocol can be defined in five phases, which are
setup, partial-private extract, set-private-public keys, exchange, and computation.

The setup algorithm is responsible to generate params and master key, after
taking the security parameter. It is worth to note that params is publicly known to
all entities, whereas the master key is known only for KGC.

Table 1 Suggested notations
and assumptions

Notation Description

q A large prime number

Fq A finite field over q

E=Fq An elliptic curve over Fq

G A cyclic subgroup of E=Fq

P A generator of the group G

s A randomly chosen element of Z�
q
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The KGC sends a partial-private key to a corresponding user where he made a
request in the partial-private extract phase. Thereupon, in set-private-public keys
phase, an entity chooses a random value in order to generate his public and private
keys. Eventually, an entity can communicate with other ones to share the corre-
sponding session key in the two last phases.

4 Our Proposed Certificateless Key Agreement Protocol

In this section, we introduce our proposed efficient key agreement protocol, named
ECLKA, which can satisfy all security requirements. The outline of current sub-
sections is to investigate the protocol in detail.

Setup: This algorithm takes the security parameter and returns a master key
s 2 Z

�
q and params

hq;Fq;E=Fq;G;P;PPub;H1;H2i that H1 : 0; 1f g��G ! Z
�
q and H2 : 0; 1f g��

0; 1f g��G� G� G ! Z
�
q are two one-way collision-free hash functions.

Partial-private extract: This algorithm randomly chooses ri 2r Z
�
q and then

computes Ri ¼ riP and hi ¼ H1ðIDi;RiÞ.The partial-private key of the user i will be
si ¼ ri þ hisðmod qÞ.

Set-public-private keys: This algorithm randomly chooses xi 2r Z
�
q and com-

putes Xi ¼ xiP, zi ¼ xi þ h0isi mod qð Þ, and Zi ¼ ziP. Here, h0i ¼ H1ðIDi;XiÞ. The
private and public key of the user i will be SKi ¼ ðsi; xiÞ and PKi ¼ ðRi; Si;XiÞ,
respectively. Here, the value of Si ¼ Ri þ hiPpub

� � ¼ siP will be publicly com-
putable by all entities.

Exchange: To explain the exchange phase, mentioned entities do the following:

1. A chooses a random a 2r Z
�
q, computes the key token TA ¼ ðazAÞP ¼

aððxA þ h0AsAðmod qÞÞPÞ, and sends TA to the B entity.
2. B chooses a random b 2r Z

�
q, computes the key token TB ¼ ðbzBÞP ¼

b ð xB þ h0BsB mod qð Þ� �
PÞ, and sends TB to the A entity.

Computation: In this phase, the entities A and B are able to compute the shared
secret as follows:

A computesKAB ¼ ½a xA þ h0AsA mod qð Þ� ��TB
B computesKBA ¼ ½b xB þ h0BsB mod qð Þ� ��TA

Following equation proves that the two computed values for this shared secrets
would be the same.
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KAB ¼ ½a xA þ h0AsA mod qð Þ� ��TB
¼ ðazAÞ½bð xB þ h0BsB mod qð Þ� �

PÞ�
¼ azAð Þ bzBð ÞP
¼ ½b xB þ h0BsB mod qð Þ� ��TA
¼ KBA

Finally, the agreed session key, ks, is a key derivation function of KAB:

ks ¼ H2 IDA; IDB; TA; TB;KABð Þ
¼ H2 IDA; IDB; TA; TB;KBAð Þ

5 Security and Efficiency Analysis

In this section, the proposed protocol is investigated from two different dimensions:
security and efficiency. Our proposed protocol could achieve all security attributes.
Moreover, we claim that our scheme is nicely efficient in comparison with current
related works.

5.1 Security Considerations

To evaluate a key agreement protocol, one well-knownmethod is the use of following
security properties as defined by Cheng et al. and Blake-Wilson et al. in [18, 19].

5.1.1 Known-Key Security (KKS)

To support this security property, peer entities should create a unique secret session
key, which is independent from previous secret session keys. Hence, deduction of
future secret session keys cannot be done by any knowledge about past secret
session keys.

5.1.2 Forward Secrecy (FS)

The past session keys must be secret under a condition that long-term private keys
of the entity(ies) are compromised.
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5.1.3 Perfect Forward Secrecy (PFS)

This attribute is similar to FS. The difference is that the long-term private key of the
KGC is also considered to be compromised.

5.1.4 Key Compromise Impersonation

The condition that leads to resisting a protocol against key compromise imper-
sonation attack is that although compromising the long-term key of an entity helps
the adversary to impersonate the victim to others, he must be unable to impersonate
others to the victim entity.

5.1.5 Unknown Key-Share Resilience

In unknown key-share attack, the adversary convinces an entity to share a secret
session key with him, while the entity believes that a secret has been shared with a
legitimate entity.

5.1.6 Key Control

To satisfy this security attribute, it must be impossible to predetermine the shared
session key by one of the communicating parties alone.

5.1.7 Known Session-Specific Temporary Information

Vulnerability against this attack means that any leakage of randomly chosen values
in exchange phase leads to compromising the session key by the adversary.

We claim that our protocol is secure against above-mentioned issues as the
generated session key satisfies all of them. Moreover, to support key conformation
in our protocol and make it secure against key offset attack, it is possible to just
consider that communicating entities exchange a message authentication code
(MAC) of a meaningful message by the use of the agreed key.

5.2 Efficiency Considerations

Related to our proposed protocol, in the context of certificateless key agreement
protocols without pairings, Hou et al. proposed a protocol with four scalar multi-
plications [10]. The proposed protocol by Geng et al. in [12] computes five scalar
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multiplications. In 2011, He et al. in [15] proposed a protocol that computes four
scalar multiplications and one point addition for key computation. Moreover,
another scheme is proposed by He et al. in [16] based on computing four scalar
multiplications and two point additions. Yang and Tan in [13] proposed a CL-PKC
key agreement protocol that requires nine ECC scalar multiplications.

To clear our claim, Table 2 depicts details of proposed protocols by He et al. in
[15, 16] and He et al. in [15, 16] and the assigned computational costs.

As illustrated in Table 2, our proposed pairing-free certificateless key agreement
protocol (ECLKA) is quite efficient because it just requires three scalar multiplica-
tions without point addition computation for each communicating entities.

6 Conclusion

Since pairing-based cryptosystems suffer from high computational cost of bilinear
pairings, the pairing-free cryptography became an active research area in recent
years. In this area, a subset of pairing-free key agreement protocols in the context of
certificateless cryptosystems has been proposed. In this paper, we could propose a
secure and authenticated certificateless two-party key agreement protocol that does
not require bilinear pairings. The proposed protocol is computationally more effi-
cient in comparison with related works.

Acknowledgments Authors would like to thank Universiti Teknologi Malaysia and Ministry of
Higher Education, Malaysia, for sponsoring this research under vote number 01G98.

Table 2 Efficiency comparisons of different protocols

Authors Exchange and computation from A
entity viewpoint

Computed
exponentiation
(scalar multiplication)

Computed point addition Efficiency
Consideration

He et al.
[15]

TA ¼ aP; TB ¼ bP

K1
AB ¼ ðxA þ sAÞTB þ aðXB þ SBÞ

K2
AB ¼ aTB

aP; xA þ sAð ÞTB ;
a XB þ SBð Þ; aTB

xA þ sAð ÞTB½ � þ ½a XB þ SBð Þ� 4 Exponentiation
(scalar
multiplication)
1 point addition

He et al.
[16]

TA ¼ aP; TB ¼ bP

K1
AB ¼ aþ sAð Þ TB þ SB½ �

K2
AB ¼ aþ xAð Þ½TB þ XB�

K3
AB ¼ aTB

aP; aþ sAð Þ TB þ SB½ �;
aþ xAð Þ TB þ XB½ �; aTB

TB þ SBð Þ; ðTB þ XBÞ 4 Exponentiation
(scalar
multiplication)
2 point addition

ECLKA TA ¼ azAð ÞP
KAB ¼ ½azA �TB

aZA; aðzA TBð ÞÞ – 3 Exponentiation
(scalar
multiplication)
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Selection of Soil Features for Detection
of Ganoderma Using Rough Set Theory

Nurfazrina Mohd Zamry, Anazida Zainal, Murad A. Rassam,
Majid Bakhtiari and Mohd Aizaini Maarof

Abstract Ganoderma boninense (G. boninense) is one of the critical palm oil
diseases that have caused major loss in palm oil production, especially in Malaysia.
Current detection methods are based on molecular and non-molecular approaches.
Unfortunately, both are expensive and time consuming. Meanwhile, wireless sensor
networks (WSNs) have been successfully used in precision agriculture and have a
potential to be deployed in palm oil plantation. The success of using WSN to detect
anomalous events in other domain reaffirms that WSN could be used to detect the
presence of G. boninense, since WSN has some resource constraints such as energy
and memory. This paper focuses on feature selection to ensure only significant and
relevant data that will be collected and transmitted by the sensor nodes. Sixteen soil
features have been collected from the palm oil plantation. This research used rough
set technique to do feature selection. Few algorithms were compared in terms of
their classification accuracy, and we found that genetic algorithm gave the best
combination of feature subset to signify the presence of Ganoderma in soil.

Keywords Precision agriculture � Palm oil � Ganoderma boninense � Rough set �
Wireless sensor networks � Anomaly detection and feature selection
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1 Introduction

The major palm oil loss in southeast Asia, especially in Malaysia, is caused by Basal
Stem Rot (BSR) disease. BSR attacks the root system of oil palm, thereby causing
damage to the internal palm tissues through mushroom-like fungus called
Ganoderma. As the fungus destroys the internal tissue of the palm tree, it may
immobilize the distribution of water and nutrient to the upper level of the tree and
cause the tree to die. Ganoderma disease is more likely to spread in soil through root
or through airborne by spores with wind, rain, and insect as the agent. There are
various species of Ganoderma, namely Ganoderma boninense, Ganoderma zonatum,
Ganoderma miniatotinctum, and Ganoderma tornatum, which can be differentiated
based on the locality, characteristic, and the aggressiveness of the infection.
Currently, a number of research works have been reported on the detection of
Ganoderma boninense fungus and the BSR [1].

A healthy palm will get infected when they are contacted with the infected palm
root from the soil or with the dead root. When the trunk of the infected palm is cut
out, they will show lesion with brown to gray color depending on the severity of the
infection. The infected palm then causes the destruction of the inner stem which
leads to the malfunction of water and nutrient distribution to the upper part of the
tree. With the nutrient deficiencies, the leaves show several symptoms based on the
severity of malnutrition. These symptoms on the other hand lead to modification of
the canopy properties of palm tree. Unfortunately, the experiment on foliar of
canopy does not get much attention than the sample from stem tissues. Other than
that, the symptom can be observed when mushroom-like fungus appears on the
bottom of the tree or on the roots.

Detecting Ganoderma is challenging as the infected tree is hard to be detected. It
can be detected when the tree shows severe infection like appearance of fruiting
body and several leaves symptom or foliage symptom like “skirt-like” shape of the
crown due to leaves declination, unopened spears, and yellowing and drying of the
leaves [2]. According to Lelong et al. [2], Ganoderma visual symptom can be
categorized into three levels of severity as shown in Table 1. The symptom can be
found by evaluating the stem and also the leaf or canopy of the palm tree.

Table 1 Visual symptoms of G. boninense according to the infection level of palm’s stem and
canopy [2]

Infection
level

Evolution of stem conditions Evolution of canopy structure

1 Presence of mycelium in the
stem bark or crumbly wood

Yellowing or drying of some leaves. One or
two new leaves remain as unopened spears

2 Presence of fruiting bodies
(mushrooms) at the bottom of
the stem

Apparition of leaf necrosis. Three to five new
leaves remain as unopened spears.
Declination of older leaves

3 Rotten stem Largely spread leaf necrosis. No new leaf. No
new bunch. Skirt-like shape of the crown due
to the total leaf declination
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Survival of palm tree can depend on the severity of the infection and the
plantation age. The young infected plant may die 1–2 years later, after getting
infected, and matured infected tree survives only another 3–4 years. As the disease
is slowly developed, infection may take 15–25 years and the disease level is up to
50 and 85 %, respectively, according to Shakaff et al. [3]. Several researches have
been done to detect G. boninense. Generally, palm oil detection can be classified
into molecular and non-molecular methods. Molecular method involves biological
or chemical techniques, while non-molecular detection is mostly done with the aid
of electronic tools or computer system.

Most of the G. boninense detections are done using molecular-based method
where fresh sample such as stem tissue or soil is from the plantation to the labo-
ratory. Data collection poses difficult challenges due to hilly terrain of palm plan-
tation. Nevertheless, data accuracy and detection efficiency still need to be
enhanced for better detection. In this research, soil data were manually extracted
and laboratory experiment was done to get the nutrient reading by the palm oil
organization. A total of 16 features were collected.

Even though there are some devices used to detect G. boninense like e-nose
which captures the gas odor that surround the tree or hyperspectral remote sensing,
cost factor and the need for physical work to capture the data present additional
challenges. For e-nose, rough terrain and close contact with palm oil fungus may
jeopardize the safety of e-nose operator. Meanwhile, hyperspectral remote sensing
collects data with humongous size. As mentioned earlier, wireless sensor networks
(WSNs) have been used in the agricultural domain to monitor and also detect
emergency event and therefore provide an alternative to the existing method of G.
boninense detection.

Meanwhile, WSNs have been used in agricultural domain to help the industry to
produce better agricultural products whereby WSN help farmer or agriculturist to
deal with the challenges. Markom et al. [4] stated among of the palm tree challenges
are the competition with crop pests to get nutrient and water from soil, the palm tree
diseases like G. boninense.

Anomaly detection has been used in various domains such as fraud detection,
intrusion detection, performance analysis, forecasting, and many more. Hence, the
use of anomaly detection for monitoring soil composition can help to mitigate
changes that occur in palm soil in early stage and treat the disease earlier as well as
to enhance crop production.

The rest of the paper is arranged as follows: related works on detecting
Ganoderma as well as the use of WSNs in agricultural domain are highlighted in
Sect. 2. Section 3 provides an overview of challenges and requirement of using
WSNs for detection. In Sect. 4, the initial result of implementing data filtering and
feature selection is provided. The experimental result of this research is discussed in
Sect. 5. Finally, conclusion is presented in Sect. 6.
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2 Related Works

A lot of effort has been done in order to detect the G. boninense disease. Hushiarian
et al. [5] classified the G. boninense detection methods into molecular and non-
molecular method. Ganoderma and Disease Research for Oil Palm (GanoDROP)
Unit is the special unit in the Malaysian Palm Oil Board that focuses on Ganoderma
disease research and development. They have achieved lot of improvement on
G.boninense detectionespecially on molecular method from GanoDROP units
including [6–9]. Meanwhile, some researches have been done on the agricultural
domain based on WSNs.

2.1 Molecular Method

Molecular methods are based on biological or chemical laboratory experiment. In
early G. boninense detection, diagnosis is observed either on leaf wilting and falling
or on the appearance of pathogen in the stem. In early molecular detection, most
research attempts immunoassay or the DNA of the palm tree. Some of the
molecular methods are presented in [5, 6, 8, 10].

2.2 Non-molecular Method

Meanwhile, as long as molecular methods remain complex and time consuming,
other methods such as e-nose, tomography imagery, and hyperspectral reflectance
data continue to be explored. G. boninense diseases can be detected in a lesser time-
consuming manner while enhancing the detection accuracy. Table 2 shows research
on non-molecular detection method for detecting G. boninense in palm oil field.

Non-molecular method detection is done with the aid of electronic device or
computer application. Lelong et al. [1] and Hushiarian et al. [5] implemented
electronic nose (e-nose) to detect plant disease by mimicking the human olfaction
system to replace the human expert in classification process or differentiate the
types of product. Shafri and Hamdan [11] used airborne hyperspectral imagery data
to differentiate the healthy and infected oil palm tree. Further, Shafri [12] used
hyperspectral remote sensing to discriminate the spectral reflectance of oil palm
tree. Mohd Su’ud [9] proposed the usage of tomography image combined with
expert’s knowledge to detect the Ganoderma infection. Tomography image can be
constructed based on the sound propagation in the stem. This approach is called
real-time approach, since detection can be done on site. Similarly, Rees et al. [10]
introduced GanoSken software which constructs tomography image from the sound
wave captured using sound sensor generated. The combination of expert knowledge
with mathematical models provides visualization of sound-line intersection points.
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Most research findings are carried out on palm stem, trunk, or leaf. However,
other research on palm infection is carried out on the soil of the plantation.
Hushiarian et al. [5] stated that infected tissues in the soil are more likely to spread
the disease to healthy roots than airborne spores. These non-molecular methods are
still carried out manually and need human intervention. But it is expensive, and the
collected data are huge especially for hyperspectral techniques. The idea of this
research is to analyze the soil in the palm oil plantation to give an early detection of
G. boninense. With the promising ability of WSNs used for collecting data from the
field-related studies, anomaly detection in WSN presents a promising technique, to
automate the data collection process for research on detecting G. boninense.

2.3 Wireless Sensor Network in Agricultural Domain

Some research has been conducted in different agricultural domains in WSN such
as in [9, 12, 14, 15]. Those researches concentrated on monitoring the crop. For
instance, to monitor the irrigation, the pathology symptoms and the microclimate in
the crop field. Recently, Liao et al. [16] explored WSN for early earning purpose to

Table 2 Research on non-molecular detection methods

Author(s) Detection area Parameter(s)

Abdullah
et al. [1]

Odor Gasoline and diesel engine; air contaminants;
ammonia; carbon dioxide; solvent vapor; hydrogen
sulfide; methane; LP gas/propane; water vapor;
temperature; humidity

Markom
et al. [4]

Odor Bored trunk; surrounding trunk; soil

Shafri and
Hamdan [11]

Hyperspectral
airborne imagery
data

Six vegetation indices (normalized difference
vegetation indices (NDVI), Renormalized Vegetation
Index (RDVI), simple ratio index (SRI), modified
simple ratio (MSR), soil-adjusted vegetation index
(SAVI), optimized soil-adjusted vegetation index
(OSAVI) and four red edge techniques (Lagrangian
interpolation technique, Vogelmann red edge
(VOG1), linear four point interpolation, and
maximum first derivative)

Shafri and
Anuar [12]

Palm oil canopy;
leaves

Spectral signature; chlorophyll content and moisture
content

Mohd Su’ud
et al. [9]

Tomography stem
image

Expert knowledge to set rules: infection pattern’s
eccentricity, infection pattern’s orientation; infection
pattern’s solidity; infection pattern’s roundness;
infection pattern’s area and size; infection pattern’s
position in the cross section; color of the patter

Idris et al.
[13]

Palm trunk Sound wave
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inform the farmer to take precautionary actions in time before major pest outbreaks
cause an extensive crop loss, as well as to schedule maintenance tasks to repair
faulty devices. The outbreak detection is done by using machine learning tech-
niques (self-organizing maps and support vector machines).

This research aims to conduct an early detection for oil palm tree using infor-
mation captured from sensor nodes. In this regard, the sample of soil measurement
will be taken to test the abnormal or anomalous data which has the potential to
reveal infected tree. This research will apply rough set theory to filter the data and
select the significant features from 16 features stated in Table 3. Afterward, selected
features for anomaly detection can be carried out on the sensor nodes, with con-
siders that sensor nodes are limited in resources and it will be our future work.

3 Challenges and Requirement Using WSNs for Detection

The constraints of sensor nodes are limited energy, low computing power, and
storage. Hence, the major challenges to be addressed in WSNs are to balance the
security needs to protect the node during data transferring. Some of the data packets
may contain erroneous or malicious data which can affect the accuracy of the data,
and isolated node failures can bring down the entire network, which is harmful to
the reliability of WSN [17]. This corrupted data or malicious data are called
anomalous data which can be defined as the patterns that deviate from the rest of the
data. These anomalous patterns are usually called outliers, noise, anomalies,
exceptions, faults, defects, errors, damage, surprise, novelty, or peculiarities in

Table 3 Soil features
collected from The Palm Oil
Institution

No. Features

1 Position

2 Depth

3 Available phosphorus

4 Total nitrogen

5 Organic carbon

6 C/N ratio

7 Total phosphorus

8 Field

9 Available phosphorus

10 Exchangeable cation K

11 Exchangeable cation Mg

12 Exchangeable cation Ca

13 Cation exchangeable capacity

14 Exchangeable bases Al

15 Exchangeable bases Hg

16 Block
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different application domains [18]. These raw data packets can detect by sensor
nodes which are often inaccurate and incomplete because of the resource constraints
and environmental factors. Moreover, data accuracy sensed by the node is very
important in order to make important decisions in wireless applications or systems.
As for solution, anomaly detection that is a branch of the intrusion detection can be
used to detect those anomalous data sense by the nodes. On the other hand, to tackle
the energy depletion of sensor nodes, data aggregation is suggested during the data
transmission to energy saving.

4 Data Filtering and Feature Selection

Data filtering was performed to find the significant features that will be used to
detect anomalies. Feature selection is the process of creating a subset of the original
features that makes machine learning easier and less time consuming [19].
Elimination of redundant data and irrelevant features can improve the detection
while maximizing time and energy consumption. The performance of the feature
selection can be measured based on the accuracy, precision, and recall of the
classification. Experiment of data filtering and feature selection and classifications
of G. boninense were done using rough set theory.

4.1 Rough Set

Rough set was first introduced by Pawlak in 1982 which is a mathematical
approach with the capability to distinguish between objects. The rough set phi-
losophy is founded on the assumption that we associate some information (data,
knowledge) with every object of the universe of discourse [20]. The basic definition
of rough set is given below.

Definition 1 Rough set theory can be defined as decision system or information
system which is represented as S = (U, Q, V, f) where U is the non-empty finite
called universe of N object {x1, x2, …, xN}, while Q is non-empty set of n attribute
{q1, q2, …, qn}. V = Uq ϵQ Vq, where Vq is the value of the attribute q and f is a
function of information, f:(U, A) → V where f(x, q) ϵ Vq for every q ϵ Q, x ϵ U. The
decision system or decision table is presented as A = C ⋃ D and C \ D = Φ if the
features in A can be separated into condition set C and decision feature set D.

Definition 2 The indiscernibility can be presented as INDA (B) (U × U), given by:
INDA(B) = {(x, x′): a B a(x) = (x′)} a reduct of A is the least B � A that is equivalent
to A up to indiscernibility, i.e., INDA (B) = INDA (A) [21].

Reduction attribute called reduct is the one of the important properties in rough
set. By calculating reducts, we identify this part of data (features) which carries
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most of the essential informations [22]. Four types of algorithms including genetic
algorithm, Johnson’s algorithm, exhaustive algorithm, and dynamic reduct are used
during the data reduction process. Generally, Genetic algorithm is used to select the
minimum hitting sets, while Johnson’s algorithm only computes single reduct
which uses a simple greedy algorithm. Genetic algorithm-based concepts are used
to explore the solution candidates by constructing the generation [23]. Meanwhile,
the concept of exhaustive algorithm is incrementally to examine the subsets of
attributes and the return the required reduct. Lastly, dynamic reduct tries to find the
reduct from several subtables from original decision table.

The main steps in the rough set analysis are preprocessing, data splitting, data
reduction, and classification. In preprocessing step, the problem of missing data
collection is taken into account. Bazan and Szczuka [22] addressed the problem of
missing value using RSES software with four approaches, including (1) removal of
objects with missing values, (2) filling the missing part of data, (3) analysis without
taking account the missing data, and (4) treating missing data with regular value.
The missing part of data will be fixed using the second approach in this research.
Meanwhile, data splitting is used to split data into training and testing set. Data
reduction is used to filter redundant and select significant attributes for classification
step. Meanwhile, rule induction is the step for obtaining decision rules such as if-
then statement from reduce set. Lastly, classification steps are used to classify the
objects based on the rules generated in the previous step.

4.2 Dataset

A total of 88 data have been collected from palm oil organization from two
plantations. In Malaysia, oil palm cultivation is under the sunny and rainy climate
throughout the year in Malaysia. The climate changes on the other hand can affect
the soil reading other than the replanting of the field. Palm oil will be replanted
around 25 years after the cultivation. Table 3 shows the 16 soil features collected
from the palm oil plantation.

The features are based on the reading of nutrients (phosphorus, Mg, K, Ca) and
other physical factor (position of soil from palm tree, depth of the soil sample taken
and which plantation field and block). On the other hand, Table 4 shows the
splitting of dataset for training and testing. Data are split into Dataset 1, Dataset 2,
and Dataset 3. Each of the dataset contains 50 % and 50, 60, and 40 % as well as 70
and 30 % training and testing.

Table 4 Dataset used on
rough set

Dataset Training data Testing data

1 44 data 44 data

2 53 data 35 data

3 62 data 26 data

310 N.M. Zamry et al.



5 Results

In this section, 16 features or attributes are taken from palm oil organization for
analysis. Meanwhile, four algorithms were used to obtain reducts and they are
genetic algorithm (GA), Johnson’s algorithm (JA), exhaustive calculation (EC), and
dynamic reducts (DR) as mentioned before.

5.1 Reduction

Table 5 shows the reduction result of the four algorithms used in the experiments. It
can be observed that reduct value changes when datasets are changes in three of the
algorithm, but Johnson’s algorithm gave the same reduct value for different dataset.
Reducts are rules that use a subset of all available attributes such that the bulk of
accurate prediction [20] is gained. There is also repetition of the features in some of
the algorithm. Therefore, this reduced feature can be considered to be used in
developing anomaly detection model for WSN.

After reduction process, each of the algorithms has produced minimum reduct as
possible. Out of the four algorithms, genetic algorithm, exhaustive calculation, and
dynamic reduct give maximum of 3 reduct’s length. Genetic algorithm has pro-
duced nine significant reducts. This is due to the nature of both algorithms for
thoroughly finding the reduct. Even it can find the more stable reduct, but it may
lead to high computational cost. Meanwhile, exhaustive calculation and dynamic
reduct presented only eight features with more than ten combinations. However,
Johnson’s algorithm only produces one maximum length with five proposed fea-
tures. From the result, six unions’ reduct of these four algorithms are selected. This

Table 5 Reduction process result

Algorithm Dataset Reduct Max. reduct’s
length

GA 1, 2,3 Exchangeable cation K, exchangeable bases Hg, total
nitrogen exchangeable bases Al, depth, position, CN
ratio, exchangeable bases Mg, cation exchangeable
capacity

3

JA 1, 2, 3 pH, CN ratio, total nitrogen, total phosphorus, organic
carbon

1

EC 1, 2, 3 Exchangeable cation K, exchangeable bases Hg, Total
nitrogen, exchangeable bases Al, depth, position,
cation exchangeable capacity, exchangeable bases Mg

3

DR 1, 2, 3 Exchangeable cation K, exchangeable bases Hg, total
nitrogen, exchangeable bases Al, depth, position,
cation exchangeable capacity, exchangeable bases Mg

3
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reducts are known as most significant features which are used in classification
process. The six features are position, depth, total nitrogen, exchangeable cation K,
exchangeable bases Al, and exchangeable bases Hg.

5.2 Classification

Classification was performed before and after feature subsets were obtained. The
classification accuracy result of the four algorithms is shown in Table 6. The result
shows that genetic algorithm gives better accuracy result than the other algorithm.

From the classification result, we can see that the accuracy, precision, and recall
result increase after significant features were selected. Again Exhaustive Calculation
and Dynamic Reduct give higher result. Unfortunately, due to the basic nature of
these algorithms, it may give high computational cost and consumed more time to
calculate the reduct. Hence, genetic algorithm can consider to be used for feature
selection in this research. Moreover, the selected features in genetic algorithm more
match with exhaustive and dynamic algorithms than Johnson’s algorithm.

6 Conclusions

Feature selection was used to select only significant features. By implementing
rough set theory for data filtering and feature selection, the research achieved
reasonable accuracy for feature selection classification. This result shows that
Genetic algorithm is acceptable which is used for feature selection and for other
algorithms. In conclusion, adopting WSNs to monitor G. boninense in palm oil
plantation is one of the promising alternatives for early detection of the diseases. In
our future work, data aggregation approach will be used to detect anomalies
(G. boninense) found in the soil properties.

Table 6 Result of accuracy, precision, and recall before and after reduction process

Dataset Algorithm GA (%) JA (%) EC (%) DR (%)

Before After Before After Before After Before After

1 Accuracy 63.6 88.5 20.5 81.8 63.6 88.6 68.1 93.2

Precision 71.4 94.4 68.6 96.4 71.4 96.8 73 94.1

Recall 80.6 94.4 77.4 93.1 80.6 91 87.1 97

2 Accuracy 65.7 88.6 25.7 80 65.7 88.6 62.9 91.4

Precision 67.7 95.8 64.5 95.2 67.7 95.8 64.7 92.3

Recall 91.3 92 87 91 91.3 92 95.7 96

3 Accuracy 69.2 88.5 38.5 80.8 73.1 88.5 69.2 93.2

Precision 70.8 94.4 68.2 93.8 73.9 94.4 69.2 94.1

Recall 94.4 94.4 83.3 88.2 94.4 94.4 100 97
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Category-Based Graphical User
Authentication (CGUA) Scheme
for Web Application

Mohd Zamri Osman and Norafida Ithnin

Abstract Graphical user authentication (GUA) is an alternative replacement for
traditional password that used text-based form. Even though GUA has high
usability and security, it is also facing security attacks that legitimate from the
traditional password such as brute force, shoulder surfing, dictionary attack, social
engineering, and guessing attacks. The proposed category-based graphical user
authentication (CGUA) scheme is developed for web application and based on
image category. This category image is inspired from the Hanafuda Japanese card
game. The scheme also involved several security features such as decoys, randomly
assigned, hashing, limited login attempts, and random characters to strengthen the
CGUA scheme. Overall, the proposed CGUA scheme was able to mitigate known
attacks based on the security features analysis.

Keywords Graphical user authentication � Graphical password � Knowledge-
based authentication

1 Introduction

Security in computer and network area is crucial and important to be protected from
the outsider such as attacker, hackers, and spammers at all work. Information
system may contain sensitive information that needs to be secure. For this reason,
password authentication is an important mechanism in information security.
Information system must allow only authentic users to gain access into the system.
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This can be done by identifying legitimate users, and once users are identified, they
can access resources according to user level. In current practice, alphanumeric or
text-based password is a widely used mechanism to authenticate the users. This
traditional authentication mechanism requires users to enter a username and pass-
word. According to Adam and Sasse [1], as the number of passwords per user
increases, the rate of forgetting them also increases. In order to have multiple
passwords in different systems, users tend to apply unsafe strategies such writing
them down, using the same password, and share with others. De Angeli [2] stated
that there are three fundamentals of authentication information as shown in the
Table 1. These three fundamentals are to provide security protection.

A secure password should be random, hard to guess, frequently changed, and
different from the other systems. Typically, to have a strong password, combination
of digits, symbols, and letters are required. However, strong password would be
hard to memorize. If the password is hard to guess, then it is hard to remember [3].
Instead of having the security guidelines provided to have a good password, tra-
ditional password are still faced several attacks such as brute force, dictionary,
guessing, spyware, and social engineering attack. In addition, the password can be
easy to forget or shared. These challenges lead the researchers to come with a new
authentication mechanism where using image representation as the password. This
authentication is normally called as image-based authentication or graphical user
authentication (GUA). GUA is an alternative for replacing traditional password due
to certain criteria such as easy to remember. Previous researchers studied that
pictures, especially photographs, are easier to remember than text-based passwords
[3]. However, Chowdhury et al. [4] reviewed that memorability still remain
unsolved even when the GUA is employed.

GUA can be categorized into two—recognition-based and recall-based. In rec-
ognition-based, user needs to recognize and identify a set of images and the user
passes selected during the registration. In recall-based, user needs to create the pass
image that the user created during the registration. Recall-based scheme also can be
divided into two parts—pure recall-based and cued recall-based [4, 5].

This study is organized as follows. Several related works are compared in the
next section. In Sect. 3, the design and implementation of the proposed GUA
scheme are presented. Section 4 presents the experiment with security result and
analysis. Discussion and conclusion are provided in the Sect. 5.

Table 1 Three fundamentals of authentication information

Fundamental Correspondents to Example

What you have Token-based authentication Smart card, ATM

What you know Knowledge-based authentication Password, user ID

What you are Biometric authentication Iris, fingerprint, palm
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2 Background Work

A great need in security mechanism for web-based application has led the
researchers to come out with the possible solution by proposing GUA as an
alternative. GUA offers great security based on the study done by the previous
researchers. Since the proposed solution for the web-based application, recognition-
based scheme is selected as the scheme for developing GUA as a web-based
authentication system. For this reason, 90 % of the users can memorize their
graphical pass after certain period. In addition, most of the researchers found that
users are not familiar in drawing the graphical password in recall-based technique
and need to use the mouse and other input device such stylus pen [6]. Several
recognition-based GUA schemes have been studied and can be found in Table 2.

PassFaces is a commercial product developed and patented by PassFaces
Corporation [7]. PassFaces reported to have high usability by providing easy to
remember password than the traditional password. However, a study by [6, 8]
shows that PassFaces is prone to guessing attack and also to shoulder surfing attack

Table 2 Recognition-based GUA scheme

Schemes Technique/method F1 F2 F3 Layout

F4 F5 F6

Picture
password [17]

For PDA X X 6 × 5

Takada and
Koike [18]

For mobile X X 11 × 11

Story [19] Sequence of portfolio X X 3 × 3

PassfacesTM [7] Face portfolio X X n rounds of
3 × 3

Weinshall [20] The use of the keyboard (up,
right, left, down)

X X 8 × 10

ColorLogin [21] Color representation for Windows
XP

X X 5 × 8

GUABRR [12] Rotation, resizing, and
random character

X X 5 × 5

Jetafida [10] – X X 4 × 5

Lashkari [22] Multi-line grid X X X 5 × 5

ImagePass [13] One-time password X X 3 × 4

Lashkari [23] Secure the image gallery using
watermarking

X X 5 × 5

Goa and Liu
[24]

CAPTCHA X X 5 × 10

TwoStep [25] Hybrid (text password and
recognition-based)

X X X n rounds of
6 × 8

Ayannuga [26] Hybrid X X X –

F1 keyboard input, F2 mouse click, F3 devise (stylus pen), F4 grid, F5 set of images, F6 matrix
F1–F6 are the features in the GUA scheme
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and has slower time to complete the authentication [9]. Meanwhile, Jetafida scheme
was developed to gather all the usability features such as easy to use, easy to create,
easy to memorize, and easy to learn [10]. This scheme used mouse click event, and
the clicked picture will display a red border, to make it easier for the user to
recognize. Farmand and Omar [11] found that Jetafida scheme have limited images.
In addition, red border of clicked pass images is visible to other people and make it
easier for the shoulder surfer. Hence, no security analysis is being conducted.

On the other hand, Lashkari [12] proposed GUA based on rotation and resizing
(GUABRR). This GUA scheme is developed for web application. The proposed
GUABRR security features are gathered based on the ISO standard definition of
usability and the security tested by proposing three different techniques—login by
rotation, resizing, and both rotation and resizing.

Mihajlov and Jerman-Blažič [13] proposed ImagePass scheme. The scheme is
proposed based on the human ability to memorize the pass image by conducting a
survey using three sets of sample abstracts, faces, and single object. From the
survey, they found that the majority of respondent prefers single object instead of
abstract or false images due to easy to remember and recognize. During the
authentication, 12 images were displayed instead of 30 images during the enroll-
ment phase. Decoys security feature was displayed during the authentication pro-
cess. If the pass image is 5 images, then 7 random images will be displayed as
decoys.

To have a good system, security and usability cannot be separated, and it is hard
to have both of them at high level. Farmand and Omar [11] suggested several
security requirements to build high-level security such as

(i) Randomly assigned
(ii) Unique to the application
(iii) Robust again known attacks
(iv) Simple
(v) Reliable—no fallback needed
(vi) Not sharable casually or easily
(vii) Lacks social vulnerabilities
(viii) Useable anywhere
(ix) Two-way authentication.

To build GUA scheme, these security requirements must take into consideration
in order against known attacks such as shoulder surfing, phishing, brute force,
dictionary, and spyware attacks. Due to image-based representation, GUA is more
vulnerable to shoulder surfing than traditional password [14]. Only a few recog-
nition-based scheme is proposed to resist shoulder surfing. However, none of the
recall-based GUA scheme reported resistant to shoulder surfing attack. This is due
to a mouse click or stylus pen that can be easily observed by the attacker. For this
reason, Jebriel and Poet [15] found that keyboard-based GUA scheme is more
secure than using mouse clicks or a stylus pen.
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3 Design and Implementation

The main aim of the study was to propose GUA scheme with several security features
based on the image category. Adding security features to the application means
adding complexity in the proposed GUA scheme. We believe that a combination of
security features would provide a degree of security level. Table 3 shows the security
features that are added to the proposed GUA scheme for web application. Large
password space and repeated verification are not selected to be used in the proposed
category-based graphical user authentication (CGUA). Most of recognition-based
scheme has smaller password space compared to recall-based scheme [16].

There are five security features selected to be used in the proposed scheme which
are decoys, randomly assigned, hashing, limited login attempts, and random
character. In the proposed GUA scheme, two phases are involved—registration and
authentication phase. Registration phase is for new users, while authentication
phase is for the registered user.

3.1 Registration Phase

During the registration phase, new user is required to create an account by entering
valid information into the application. New users will go through two parts—
Enrolment and Memorize. Figure 1 shows the steps to register in CGUA scheme.
The user will be redirected to the username and secret image selection stage. In this
step, user needs to choose only one secret image from the image sets. The secret
image is randomly displayed 40 pictures from the database application. Only 8
pictures will be displayed, and these pictures will be randomized each time a new
user registration. The chosen secret image will be displayed every time registered

Table 3 Security features in the proposed GUA scheme

Security feature Justification of selection

Decoys Fake image. Confuses the observer and for user identification

Randomly
assigned

Confuse the observer

Large password
space

Not selected

Hashing The image category will be hashed to keep the text secret from the attacker.
The proposed GUA scheme will be used SHA1 as the hashing algorithm
with salt function

Limited login
attempts

Brute force issue. Prevent the user after several unsuccessful login attempts.
Its block attacker launch dictionary, guessing, and brute force attack

Random
character

Shoulder surfing issue. Keyboard-based scheme is more vulnerable than
mouse click-based

Repeated
verification

Not selected
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user login. In the example of Fig. 2, picture of ‘Koala’ is selected as the secret
image. Secret image helps the user to identify whether the user is accessing a valid
application. In addition, it also assists the user to verify their valid username. Each
time the user enters valid username, picture of ‘Koala’ will be appear.

After successfully inserting the username and choosing the secret image, user
needs to select their image category. In the proposed CGUA scheme, we provide
twenty categories of images which are as follows: Flower, House, Drinks, Apple,
Abstract, Horse, Bird, Coins, Sweets, Cat, Fish, Car, Insect, Colours, Keys,
Bicycle, Numbers, Face, Alphabets, and Ball. Figure 3 shows the phase of image
category selection. Here, the concept of Hanafuda Japanese Card game is taken. We
borrow the concept of category-based GUA scheme to be applied in the proposed
GUA scheme. Selection of image categories is made by entering the random code
of the image categories. For instance, the user had chosen Sweets, Cat, and Face as
image category. Hence, the random code is ‘e2’ (Sweets), ‘c1’ (Cat), and ‘qz’
(Face). The code ‘e2’, ‘c1’, and ‘qz’ must be entered into a random code field in
sequence order. These random codes are generated by the CGUA algorithm, and it
is changed every time the user tries to login. The proposed scheme allows the user
to memorize the image category only instead of a random code. The motivation of
using random code is to avoid the scheme from user click such as a mouse click or
touch. This is to prevent the shoulder surfer to take advantage of the user event.

Furthermore, to increase the password space of CGUA scheme, repeated image
categories is accepted, for instance, like the Apple, Apple, and Apple image cate-
gory. However, users must select at least three image categories. Finally, once valid
combination code is accepted, the user will be redirected to memorize phase. This

Fig. 1 Steps to register with CGUA scheme

Fig. 2 Registration—
username and secret image
selection
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phase requires the user to memorize the secret image and also the image category. It
is important to remember the image categories because the users will use these image
categories. Hence, email notification will be forwarded to the email user.

3.2 Authentication Phase

The authentication process consists of two steps—identifying the secret image and
the authentication step. Figure 4 shows the flowchart of the proposed CGUA

Fig. 3 Registration—image category selection

Fig. 4 Flowchart of the CGUA scheme
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scheme. During identification step, if the user enters a valid username, CGUA
scheme will display an authentic secret image of the user. However, if the user
enters an invalid username, CGUA will display a decoy (fake) image. This is where
a decoys security feature is implemented. For this reason, the user knows that he or
she has entered the wrong username. In this application, the decoy is displayed from
the ten sets of pictures. Then, the user needs to verify the secret image by entering a
valid combination of random codes.

User only has three limited try to enter the combination of random codes. If the
user enters invalid combination code, the image category set is randomized again
and the images are different. Then, the user will be directed to the exit page. This is
to prevent automated search by brute force attack. Once the random code is
accepted, authentic user is accessed.

4 Experiment and Analysis

This study is implemented in a web-based form, and the experiments were con-
ducted online. The experiment was conducted on 60 students and graduate students
in our university. The respondents are from the Faculty of Computing, Universiti
Teknologi Malaysia.

4.1 Validation Parameter of Security Features

In this study, we use questionnaire and laboratory experiments to evaluate the
proposed CGUA. Questionnaires are available online inside the CGUA scheme
after they are successfully registered. The questionnaire is structured into four main
sections according to the security features of the propose CGUA scheme. The
sections are limited login attempts, random characters, randomly assigned secret
image (decoy), and a few usability studies.

From the analysis of decoy (a secret image) security feature, 98 % of respon-
dents agreed that decoy helps the user to identify as a legitimate user. In addition,
all the respondents agreed that decoy can help to secure the application. These
results show that decoy help to secure the application by identifying the real user
based on identification of secret image. This result shows that high acceptance that
decoys can assist the user either he or she access a genuine application by secret
image identification (Fig. 5).

For randomly assigned security feature analysis, results are represented in Fig. 6.
We analyze the random set of image and random positions. From the figure, ‘Yes’
indicates that the respondents get confused for the first time, while ‘No’ indicates
that they do not get confused. For a random set of image result, majority with 71 %
of the respondents get confused for the first time when using the application. 29 %
do not get confused with the random set image. Meanwhile, for random position
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feature, 58 % of respondents also get confused. Nearly half with 42 % said that they
get confused with the random position.

The motivation of this security feature is to make the people feel confused with
the random position and images displayed. In other word, it confuses the observer
by preventing them to remember the exact position or images chosen by the user. In
terms of usability based on the random set of image and random position, we
manage to achieve the target to make the user confuse for the first time. However,
from the observation, users can adapt with the application after using it several
times. As a result, randomly assigned feature would strengthen the CGUA appli-
cation by mitigating the shoulder surfing attack.

Limited login attempts is another security features added in the proposed CGUA.
A majority of 94 % said that this security feature must be added to the application.
On the other hand, 87 % agreed that the limited login attempts can reduce the
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guessing attack. This is because the attacker can gain access into the application by
guessing the image categories of the user.

Figure 7 represents the usability study on the easiness of the random code
feature. From the result, a majority of the respondents, with 73 %, said they feel
confused and uncomfortable with the random code for the first time. Meanwhile,
only 27 % said they are not confused. It shows that the random code will make the
users get confused for the first time during their first attempt using this CGUA
scheme, which reduced the usability level of the scheme.

During the laboratory experiment, we conducted guessing attack by inviting
registered users to guess the pass image category of a valid username. Since the
CGUA scheme can be accessed online, we also invited anonymous person to break
the pass image category within a period of seven days. From the analysis, none of
the respondents had successfully entered the CGUA application using the given
registered username. It is shown that the proposed CGUA is resistant from the
guessing attack. In terms of password space, the proposed CGUA have smaller
password space, 20N, where N is the number of chosen image categories.
Traditional password has password space of 94N, where 94 is the possible number
of characters that can be used. It is different from recognition-based GUA where
they always have a smaller password space than traditional password. However,
password space can be increased by choosing more image categories as shown. For
instance, choosing 5 image categories will result in 20N (3,200,000) password
space. For GUA scheme, password space can be enlarged by the increasing the
number of image categories. Unfortunately, this is not practical because it would
make the web page more crowded, and slow internet is a major concern for delivery
during network transmission.

5 Conclusion and Future Work

In this work, we proposed a GUA called as CGUA. This scheme allows the users to
go through a two-step process—identifying and authentication. From the analysis,
the proposed CGUA scheme has a degree of security level. We believe that CGUA
scheme can mitigate the known attacks such as shoulder surfing, guessing attack,
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Fig. 7 Usability study on
random code (no, not confuse;
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phishing attack, and brute force attack. We combine several security features in
order to have high security level. However, we found that certain security feature in
the CGUA lowers the usability. Random code and randomly assigned image make
the user confused for the first time. Users are more convenient using mouse click
rather than keyboard-based scheme. In future works, we would like to study the
effectiveness of using different types of image that are suitable for the user and also
using watermarking techniques to secure the image library in the future research.

Acknowledgments This research work is supported and funded by Universiti Teknologi
Malaysia (UTM) under Research University Grant (RUG) vote No. Q.J130000.2528.05H76.

References

1. Adams, A., Sasse, M.: Users are not the enemy. Commun. ACM 42, 40–46 (1999)
2. De Angeli, A., Coventry, L., Johnson, G., Renaud, K.: Is a picture really worth a thousand

words? Exploring the feasibility of graphical authentication systems. Int. J. Hum. Comput.
Stud. 2(63), 128–152 (2005)

3. Suo, X., Zhu, Y., Owen, G.S.: Graphical passwords: a survey. In: Proceedings of the 21st
Annual Computer Security Applications Conference, pp. 463–472 (2005)

4. Chowdhury, S., Poet, R., Mackenzie, L.: Do graphical authentication systems solve the
password memorability problem? In: Tryfonas T., Askoxylakis I. (eds.) Human Aspects of
Information Security, Privacy, and Trust SE—13, vol. 8533, pp. 138–148. Springer, Berlin
(2014)

5. Zakaria, O., Zangooei, T., Mohd-Shukran, M.-A.: Graphical password authentication: review
and analysis. AISS 4(15), 25–32 (2012)

6. Komanduri, S., Hutchings, D.R.: Order and entropy in picture passwords. In: Proceedings of
Graphics Interface 2008, pp. 115–122 (2008)

7. Passfaces, Graphical password technology [Online] (2011). Available: http://www.realuser.
com

8. Ekeke, E., Ugochukwu, K., Jusoh, Y.Y.: A review on the graphical user authentication
algorithm: 2. Categories of graphical user authentication algorithm. Int. J. Inf. Process. Manag.
4, 238–252 (2013)

9. Furkan, T., Ozok, A.A., Holden, S.H.: A comparison of perceived and real shoulder-surfing
risks between alphanumeric and graphical passwords. In: Proceedings of the Second
Symposium on Usable Privacy and Security, pp. 56–66 (2006)

10. Eljetlawi, A.M.: Study and Develop A New Graphical Password System. Universiti Teknologi
Malaysia, Malaysia (2008)

11. Farmand, S., Omar, B.Z.: Improving graphical password resistant to shoulder-surfing using 4-
way recognition-based sequence reproduction (RBSR4). In The 2nd IEEE International
Conference on Information Management and Engineering (ICIME), pp. 644–650 (2010)

12. Lashkari, A.H.: Graphical user authentication algorithm based on rotation and resizing
(GUABRR) [Online] (2011). Available: http://graphicalpassword.net/

13. Mihajlov, M., Jerman-Blažič, B.: On designing usable and secure recognition-based graphical
authentication mechanisms. Interact. Comput. 23, 582–593 (2011)

14. Tari, F., Ozok, A., Holden, S.: A comparison of perceived and real shoulder-surfing risks
between alphanumeric and graphical passwords. In: Proceedings of the Second Symposium on
Usable Privacy and Security (SOUPS ‘06), pp. 56–66 (2006)

Category-Based Graphical User Authentication (CGUA) … 325

http://www.realuser.com
http://www.realuser.com
http://graphicalpassword.net/


15. Jebriel, S.M., Poet, R.: Preventing shoulder-surfing when selecting pass-images in challenge
set. In: International Conference on Innovations in Information Technology (IIT), pp. 437–442
(2011)

16. Hu, W., Wu, X., Wei, G.: The security analysis of graphical password. In: International
Conference on Communications and Intelligence Information Security (ICCIIS) (2010)

17. Jansen, W., Gavrilla, S., Korolev, V., Ayers, R., Swanstrom, R.: Picture password: a visual
login technique for mobile devices (2003)

18. Takada, T., Koike, H.: Awase-E: image-based authentication for mobile phones using user’s
favorite images. In: Human-Computer Interaction With Mobile Devices, pp. 347–351 (2003)

19. Davis, D., Monrose, F., Reiter, M.: On user choice in graphical password schemes. In
Proceedings of the 13th Conference On USENIX Security Symposium (SSYM’04), p. 11
(2004)

20. Weinshall, D., Kirkpatrick, S.: Password you’ll never forget, but can’t recall. In: Proceeding of
the Conference on Human Factors in Computing System (CHI), pp. 1399–1402 (2004)

21. Gao, H., Liu, X., Dai, R., Wang, S., Chang, X.: Analysis and evaluation of the colorlogin
graphical password scheme. In: Proceedings of the 2009 Fifth International Conference on
Image and Graphics, pp. 722–727 (2009)

22. Lashkari, A.H., Gani, A., Ghasemi Sabet, L., Farmand, S.: A new algorithm on graphical user
authentication (GUA) based on multi-line grids. Acad. J. 5, 3865–3875 (2010)

23. Lashkari, A.H., Manaf, A.A., Masrom, M.: A secure recognition based graphical password by
watermarking. In: 2011 IEEE 11th International Conference on Computer and Information
Technology (CIT), pp. 164–170 (2011)

24. Gao, H., Liu, X.: A new graphical password scheme against spyware by using CAPTCHA. In:
Proceedings of the 5th Symposium on Usable Privacy and Security (2010)

25. van Oorschot, P.C., Wan, T.: TwoStep: an authentication method combining text and
graphical passwords. In E-Technologies: Innovation in an Open World, pp. 233–239.
Springer, Berlin (2009)

26. Ayannuga Olanrewaju, O., Olusegun, F.: Evalution of a usable hybrid authentication system.
Int. J. Comput. Appl. 17(8), 27–31 (2011)

326 M.Z. Osman and N. Ithnin



An Improved Certificateless Public Key
Authentication Scheme for Mobile Ad Hoc
Networks Over Elliptic Curves

Shabnam Kasra-Kermanshahi and Mazleena Salleh

Abstract Due to the resource constrained property of mobile ad hoc networks
(MANETs), making their application more lightweight is one of the challenging
issues. In this area, there exists a large variety of cryptographic protocols especially
in the context of public key cryptosystems. The difficulty of managing complex
public key infrastructures in traditional cryptosystems and the key escrow problem
in identity-based ones persuaded many researchers to propose appropriate certifi-
cateless cryptosystems for such an environment. In this area, a protocol, named
ID-RSA, has been proposed to authenticate the public key in RSA based schemes in
the basis of certificateless cryptosystems. Although the security of this protocol is
proved, the use of bilinear pairings made it computationally expensive. In this
paper, we improved the performance of ID-RSA by the use of elliptic curve based
algebraic groups instead of multiplicative ones over finite fields as the output of
bilinear pairings. Our results show that our secure protocol is significantly more
lightweight than ID-RSA.

Keywords Certificateless PKC � Elliptic curves � Lightweight � MANETs

1 Introduction

The popularity of mobile devices and especial characteristics of mobile ad hoc
networks (MANETs) led to various applications from education to military over
this type of network. Generally, MANET can be defined as a kind of wireless
network, which does not rely on any fixed-infrastructure. In addition, nodes are
allowed to join/leave the network at any time; hence, the topology of these
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networks is unstable. It should be noted that mentioned features beside the nodes
cooperation in running the network functions make MANETs prone to many
attacks (e.g. wormhole, blackhole, impersonation, and modification). Since pro-
viding security for such environment is a challenging issue, this type of networks
became an interesting research area in the recent years [1–3].

In order to provide security for MANETs, two approaches could be considered;
attack-oriented and cryptography. Earlier, most of the proposed works were based
on the first approach [4–8]. More precisely, the author(s) tried to propose new
solutions for possible threats or improve existing works. However, attack-oriented
schemes could not resist all types of attacks or combination of them at the same
time [1]. The second approach has been used extensively to support security for
MANETs in the form of general design framework [1]. In this way, the developers
struggled to propose lightweight cryptosystem that could satisfy limitation of
resources in MANETs. While the use of symmetric cryptography (SC) is usually
acceptable for resource constrained environments [9], the difficulty of key man-
agement in SC, persuade developers to apply public key cryptography (PKC)
instead [10, 11].

However, traditional PKC could not be the best choice for MANETs because of
the need to certificates and public key infrastructure. In 1986, Adi Shamir intro-
duced identity-based cryptography that considered the identity of users as their
public key [12]. This idea became practical in 2001 by the illustrious work of
Boneh and Franklin [13]. To avoid the inherent problem of identity-based PKC
named key escrow, Al-Riyami and Paterson in [14] introduced the concept of
certificateless PKC. Afterward, some researchers have been tried to propose
schemes based on certificateless PKC in the context of MANETs [15, 16]. Since
both of them utilized bilinear pairings which is considered as an expensive cryp-
tographic map, it seems they are not lightweight enough to be used in MANETs. In
this paper, we propose a new certificateless scheme that is an enhancement of the
proposed scheme in Eissa et al. [15]. More accurately, we could reduce the com-
plexity of computation by the use of elliptic curve based algebraic groups instead of
multiplicative ones over finite fields as the output of bilinear pairings.

The rest of this paper is organized as follows. Section 2 explains the required
preliminaries. In Sect. 3, ID-RSA protocol has been reviewed. Our proposed
scheme is described in Sect. 4 while in Sect. 5, the comparison is presented in the
terms of efficiency. Finally, the conclusions are provided in the Sect. 6.

2 Preliminaries

The basis of this section is explaining elliptic curves and their significant role as
strong algebraic groups in the cryptography research area. The followed subsection
briefly introduces elliptic curves in more detail. Then, a subsection represents the
significance of this category of algebraic groups.
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2.1 Elliptic Curve Cryptography

Elliptic curves are one of the significant scientific topics in the cryptographic lit-
eratures. The significant property of this kind of curves is that a subset of the points
over them, beside of a binary operation can generate a beneficial algebraic group.

In the sake of simplicity, it is possible to claim that the elements of mentioned
algebraic group are a subset of points of the equation y2z ¼ x3 þ axz2 þ bz3 with
nonzero discriminant (D ¼ �16½4a3 þ 27b2�). Here, a and b are two elements of
the determined finite field. Without loss of generality, assume that the coefficients
and variables of mentioned equation above are elements of the finite field FPn . Here,
the elements of considered algebraic group are members of the set which is con-
structed of the points such as (x0, y0, z0). To introduce the elements of this group, it
is possible to partition the solutions of mentioned equation into two classes. By
assuming the points (0, y0, 0) as the class of identity element, other ones would be
the points of the equation y2 ¼ x3 þ axþ b.

Beside of what explained above, the operation of mentioned algebraic group,
named “+”, is introduced as following. Without loss of generality, assume that we
need to add two points (x1, y1) and (x2, y2). The final result will be calculated as
follows:

x1; y1ð Þ þ x2; y2ð Þ ¼ x3; y3ð Þ

that x3; y3ð Þ ¼ k2 � x1�x2; k x1 � x3ð Þ � y1
� �

.
The amount of λ is

k ¼
y2�y1
x2�x1

; x1; y1ð Þ 6¼ x2; y2ð Þ
3x21þa
2y1

; x1; y1ð Þ ¼ x2; y2ð Þ

(
:

Next subsection investigates the advantages of ECC-based algebraic groups that
persuaded many researchers to use them.

2.2 Advantages of ECC-based Cryptosystems

In continue to what pointed out in the Sect. 2.1, it is possible to claim that elliptic
curves are the basis of a large variety of cryptographic schemes. In compare with
RSA-based cryptosystems, the required key size of ECC based is significantly
smaller. Tables 1 and 2 represent the suggested key sizes for two mentioned
cryptosystems based on the claims of NIST [17] and ECRYPT [18], respectively.

In these tables, the security level refers to the required number of bits of men-
tioned algebraic group so that the discrete logarithm remains a hard problem.
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3 Review of ID-RSA

In this section, we are going to review the identity-based protocol proposed by
Eissa et al. [15]. For the sake of simplicity, we call it ID-RSA. In order to resist
RSA cryptanalysis, the authors attempted to ensure that the users’ public keys are
attainable only by trusted users. Therefore, it is assumed that each user is a part of a
coalition. If any user out of one coalition needs public key of a user which is inside
the coalition, it should request to the coalition. The detail explanation of this
cryptosystem is as followed.

3.1 ID-RSA Phases

It is possible to summarize the ID-RSA in the following main phases.

Setup
The output of this phase is public parameters of the cryptosystem (Params), which
are generated by a trusted third party.

Params:hG;GT ; q;P; ê; n;H1;H2;H3i

Here, G is an additive algebraic group as an input of ê:G� G ! GT which is a
bilinear pairing that maps elements of mentioned group (such as P) to an element of
the multiplicative algebraic group GT. The order of the mentioned groups is the
same at prime number q. In addition, n represents the number of bits of e and N in
the RSA cryptosystem. The rest are one-way hash functions that H1: 0; 1f g�! G�

1,
H2:GT ! 0; 1f gn and H3: 0; 1f g�! 0; 1f gn.
Node Initialization
In this phase, some of public/private parameters for current users/coalitions will be
generated. Three types of public parameters have been considered; identity-key,
general-key and public-key. The first one for users/coalitions “i” can be computed

Table 1 Key sizes of NIST
standard [17]

Security level (bits)

Category of cryptosystems 80 128 256

ECC style 160 256 512

RSA style 1024 3072 15,360

Table 2 Key sizes of
ECRYPT standard [18]

Security level (bits)

Category of cryptosystems 80 128 256

ECC style 160 256 512

RSA style 1248 3248 15,424
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by all available users as Qi ¼ H1ðIDi timek Þ, whereas the rest are just computable
by their owners. More precisely, user/coalition “i” chooses ei 2random Z

�
q then

performs RSA key generation algorithm. Similar to RSA, di is the private key of the
user/coalition “i” and hei;Nii represent the corresponding public key. Finally, the
mentioned user/coalition computes and publishes its general key Pi = (di · P).

Public key obtaining process
In this phase, a user who needs public key of another user inside a coalition can
make a request. As a simple scenario, imagine that user A requires public key of
user B in the coalition ID� RSAi, thus by performing the following steps this
phase can be done.

Step 1. A ! ID� RSAi:PA; IDB

In this step, A sends a request—consist of its general key and identifier
B- to ID� RSAi coalition. It means, user A needs heB;NBi.

Step 2. ID� RSAi ! A:hU;C;W ; Yi
In this step, if A is in the trusted list, the coalition ID� RSAi will respond
to A tuple hU;C;W ; Yi that U = Pi, C ¼ eB � H2 gið Þ where gi is
êðQA;PAÞdi � êðdiQi;PAÞ, W ¼ eB � P andY ¼ NB � H3ðeBÞ.

Step 3. Public key extraction by A
In this step, A can extract heB;NBi by a set of computation;
gA ¼ êðdAQA;PiÞ � êðQi;PiÞdA , eB ¼ C � H2 gAð Þ, NB ¼ Y � H3ðeBÞ and
finally A accepts public key of B if W ¼ eB � P holds.

ID-RSA correctness
To validate the correctness of ID-RSA, it should be proved that both sides reach the
same value through the mentioned computations above. Hence, the value of gA and
gi should be equal at êðQA þ Qi;PÞdidA . It can be proven through the following
computations that ID-RSA is a correct scheme.

gA ¼ êðdAQA;PiÞ � êðQi;PiÞdA
¼ êðQA;PÞdidA � êðQi;PÞdidA ¼ êðQA þ Qi;PÞdidA

gi ¼ êðQA;PAÞdi � êðdiQi;PAÞ
¼ êðQA;PÞdidA � êðQi;PÞdidA ¼ êðQA þ Qi;PÞdidA

4 Proposed Protocol

This section assigns to introducing our proposed certificateless authenticating
public key protocol. Similar to ID-RSA, our scheme is constructed based on three
phases named setup, node initialization, and public key obtaining process as
followed.
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Setup
The public output of our scheme, Params, includes following items:

Params:hG; q;P; n;H1;H2;H3i

Here,G is a cyclic elliptic curve groupwith order q and the generatorP. The integer
number n is the same as n in IDRSA protocol. In addition,H1: 0; 1f g�! G�,H2:G !
0; 1f gn and H3: 0; 1f g�! 0; 1f gn are three one-way collision-free hash functions.

Node Initialization
Similar to the ID-RSA scheme, the entities can be user or coalition logically. Here,
the public and private parameters of mentioned entities are the same as what
introduced in ID-RSA. In addition, each entity such as the entity who possesses IDi

generates the parameter Ei = eiPi.

Public key obtaining process
In this phase, the scenario is similar to what proposed in ID-RSA except that the
details of the steps. Here, these steps are as followed:

Step 1. A ! Coalitioni:EA;PA; IDB

In this step, the second input introduces the node A as the entity who sent
the request and the third one refers to the identity of the entity who his
public key is requested.

Step 2. Coalitioni ! A:hEi;U;C;W ; Yi
In this step, the inputs U, C, W and Y are as followed.
U = Pi, C = eB ⊕ H2(gi) that gi is equal to gi ¼ diðEA þ eiPAÞ W ¼ eB � P
and Y ¼ NB � H3ðeBÞ:

Step 3. In this step, the node A must be able to extract the public key of B (which
are eB and NB) and verify its authenticity as follows:
First of all, A computes gA ¼ dAðEi þ eAPiÞ, then computes
eB ¼ C � H2 gAð Þ. Clearly, the result of gA and gi must be the same. In
addition, the entity A computes NB ¼ Y � H3ðeBÞ. To verify authenticity of
the obtained public key, the entityA investigates the equality of (W ¼ eB � P)
to decide whether accept or reject the obtained public key of B.

Correctness of the Proposed Protocol
Beside of what mentioned above, it is necessary to prove that the computed values
of gA and gi are the same. The two equalities below will lead to this result:

gA ¼ dAðEi þ eAPiÞ ¼ dAeiPi þ dAeAPi

¼ dAeidið ÞPþ dAeAdið ÞP
gi ¼ diðEA þ eiPAÞ ¼ dieAPA þ dieiPA

¼ ðdieAdAÞPþ ðdieidAÞP

As a result, the functionality of our proposed protocol is logically correct.
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5 Efficiency Comparison

The basis of this section is to compare the cost of computing authentication parts of
our proposed scheme and ID-RSA, which are the cost of computing gA and gi. High
expense of computing bilinear pairings [19] is the main reason that made our
proposed protocol more efficient than ID-RSA. In order to improve the efficiency of
ID-RSA, we have tried to propose our protocol based on group operations of elliptic
curves instead of computing bilinear pairings. Table 3 illustrates the cost of oper-
ations based on what depicted in [19].

To compare the cost of mentioned two schemes, we have focused on the expense
of gA or gi parts of “public key obtaining process,” as the core of them. Based on the
Table 3, the cost of gA or gi parts of ID-RSA is equal to “ET + SM + 2P,” while the
cost these parts in our proposed scheme is “2(SM) + A,” which is quite efficient in
compare with ID-RSA.

In the growth of the number of requests for the Step 3 in ID-RSA scheme, the
output is more effectual. Based on what is illustrated in Table 3, by assuming that
“n” is the number of such request, the rate of growth of computational cost for gA or
gi parts of “public key obtaining process” in our proposed scheme is “2n,” while
this value in IDRSA would be “46n” or “44n” based on the use of type 2 or type 3
bilinear pairings, respectively.

6 Conclusion

In this paper, we proposed a new certificateless cryptographic protocol to authen-
ticate the public key of other participants. The main contribution of this paper is to
improve the computational cost of the ID-RSA protocol by the use of elliptic curve-
based algebraic groups instead of multiplicative ones over finite fields as the output
of bilinear pairings. Our analysis shows that besides a significant improvement of
computational cost, our proposed protocol is much more efficient from the per-
spective of the rate of computational expense growth in compare with ID-RSA
protocol.

Table 3 Computational costs
of operations in type 2 and
type 3 bilinear pairings [19]

Group operation Computational cost

Type 2 Type 3

Scholar multiplication in G (SM) 1 1

Point addition in G (A) Negligible Negligible

Exponent in GT (ET) 3 3

Pairing (P) 21 20
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A Resource-Efficient Integrity Monitoring
and Response Approach for Cloud
Computing Environment

Sanchika Gupta, Padam Kumar and Ajith Abraham

Abstract Cloud computing has an immense need of file monitoring techniques to
be applied so that system-specific configuration files are not modified by the virtual
machine users or cloud insiders/outsiders for carrying out unwanted operations such
as privilege escalation or system misconfiguration. The article critically describes
the previous work done in the area of file monitoring and why there is a need for
lightweight and efficient mechanism for its deployment in cloud. A centralized cum
distributed approach for file monitoring of VMs on a host in cloud and the initial
outcomes of its execution are presented in this article. The scheme does not use any
database for storing file integrity, which eventually results in increased computa-
tional and storage efficiency. The technique is presented for the use by admins for
ensuring integrity of specific files at VM hosts but can be upgraded to provide
support to user-specified files as well.
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1 Introduction to Cloud and File Monitoring

Cloud computing is an efficient and scalable technology that is used for providing
computing and data storage resources to users as a pay per usage model [1]. As
cloud technology is still in its nascent stages, there are many concerns regarding
security [2, 3]. We have studied vulnerabilities occurring in the cloud environment
[4] and identified that privilege escalation attacks which allow malicious modifi-
cations to system-specific configuration files allocated to a VM can lead to severe
attacks in cloud. Hence, an emerging concern is how to ensure that the integrity of
resources that are provided to VMs are not modified at the user end to carry out
unwanted operations. File monitoring is an approach for ensuring integrity of files
by storing its content integrity information in normal scenario and using the same to
identify, respond, and alert the stakeholders in case of malicious subversions [5].
Ensuring system and configurations, file integrity is a major concern for cloud
environment and there are not enough techniques presented or defended yet, which
are resource saving and cloud specific in practice. The need for such file monitoring
arises from the reason that the file residing on VMs allocated to the users contains a
noticeable amount of system-specific sensitive data, for example, firewall rules,
network-specific interface setting configuration files, and security policies [6].
These configuration and system-specific files on the VM can be modified in case of
privilege escalation attacks, and if performed successfully, these modifications can
subvert security and integrity of the cloud as a whole.

The article critically describes the previous techniques that exist for file integrity
monitoring and discusses how they are not lightweight and cloud deployment
specific in nature. We propose a novel lightweight file monitoring and response
approach in the form of a tool which is efficient in terms of computational cost,
improves storage efficiency, and provides an easy way for ensuring file integrity of
VMs remotely [7]. Thus, a secure file monitoring tool (SFMT) was developed and
tested on private cloud environment.

2 Related Works

For file integrity monitoring, all systems and deployment environments might not
have the same resources or same level of security requirements. On the basis of this,
plenty of techniques have been proposed and practiced. We have categorized them
into two well-known types.

2.1 Utility Applications for File Monitoring

These include file monitoring techniques that are implemented as standalone
applications. They create a content hash of file, store them in a database, and then
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perform file monitoring based on stored hash on a regular basis. These techniques
are good as they come as standalone applications and require no subtle modifica-
tions to the system. But they are heavyweight as continuous file integrity moni-
toring adds burden to the system and thus decreases its efficiency.

2.2 Kernel Modification or Memory-Based Approaches

These approaches add a hook or an access control or an integrity check inside the
kernel module itself. They are different in the sense that they do not run as utility
applications rather apply the file integrity monitoring operations during discrete
events itself such as file access or modification and are more real time in nature.
These techniques save resources in terms of computational power but require kernel
modification and are platform dependent in their nature of deployment. Table 1
shows the description of these techniques.

From the available file integrity monitoring tools, it was identified that these
techniques are more focused on deployment strategies, hashing techniques, and
incident response handling. Very few schemes pay focus on the concerns for
environments such as cloud where the major criterion for a file monitoring tool to
get accepted for deployment is its efficiency. Moreover, many schemes also do not
adhere to the required minimal expectations from file monitoring and response
applications so as to be considered as lightweight implementations. Many schemes
provide additional set of features such as extensive event logging, policy enforce-
ments, secure communication, and secured databases that eventually increases their
computational and storage needs. Such features might be needed for standalone
systems or systems where resources are not of concern, but for resource critical
systems where it is required that a solution should be managed more easily, then
present heavyweight systems cannot be deployed with a higher efficiency expec-
tation. The study reveals that there are not enough proven utility applications for file
monitoring that work in reducing the overall resource requirements and managerial
efforts needed for systems such as cloud. We have hence critically analyzed all the
advantages from the existing utility applications and worked upon so as to include
all necessary and essential features with a mindset of reducing the resource needs.

3 Secure File Monitoring Tool—SFMT

SFMT is a lightweight scheme as it does not utilize any database for storing
integrity hash information of a file rather stores the integrity of the file in the file
itself. It stores the encrypted file integrity and attributes information in well-defined
pair of tags, that is, “<SFMT></SFMT>” and “<SFMT_FA></SFMT_FA>” tags.
During file integrity monitoring operations, this information is extracted from
the defined tags and is used to identify whether the file has been modified or not.
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The scheme is designed such that admin of cloud environments can monitor the
host and virtual machines for file integrity of configuration and system-specific files
whose modification/misconfiguration can allow the VM users or malicious insiders
or outsiders to carry out unwanted operations such as DDOS attacks by the mod-
ification of intrusion detection policies, or of firewall rules and other attacks
including privilege escalation. Our proposed technique will allow admins on
privilege VMs to execute SFMT as a standalone and managed application on a
client VM and specify the files that need to be monitored. The integrity response is
very simple, such that it replaces the file with its backup replica and creates logs at
the central monitoring system for further analysis of subversion. This response
scheme is effective and a valid approach because in case of configuration or system-
specific files assigned to a VM by a cloud administrator, the aim is that they should
remain consistent and if modified they should be replaced with their authentic
replicas to maintain integrity and operability of the system. By using this strategy of
alert and response, a huge amount of resources is saved compared to the conven-
tional file monitoring applications. The logs of file monitoring events are collected
for each VM at centralized monitoring system. Sections 3.1 and 3.2 give a detailed
description and design of the technique.

3.1 Introduction to SFMT

SFMT follows the well-known steps of standard file integrity monitoring approa-
ches with a lightweight implementation mindset [14]. The technique of storing
integrity information intelligently in file itself and using the same for file monitoring
is a novel approach for saving ample amount of resources required for establishing,
maintaining, and updating databases and reducing platform dependencies. This
technique is proposed to reduce the amount of resources needed for file integrity
monitoring as compared to the known file monitoring applications so as to make
them available for integrity monitoring in resource critical environments such as
cloud [6]. The technique is focused on environments where integrity and efficiency
are major requirements vis-à-vis modification and backtracking. It fits the bill
perfectly for an environment where the only need is to have authentic files in place,
such as the system-specific configuration files that drive operational characteristics
of a system, and the best response that applies in case of their modifications is to
alert, log, and replace them with their previously best-known replica. However, it is
equally capable of integrity monitoring in its normal usage with user space files.
Our developed and deployed technique on XEN environment [15] does integrity
monitoring for admin-specified files; however, the same can be upgraded to provide
users at each VM the capability to monitor integrity of user-specified files as well. It
does a little storage for tracing information which is not needed in environments
where replacing the file works and tracing the information of who is responsible for
the attacks has little significance. The details of the operations for file monitoring
that are implemented by the proposed approach are as follows.
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3.1.1 File Integrity Establishment

The proposed technique is centralized cum distributed and hence has benefits of
both. It does not become a bottleneck by doing all the activities that require
computational resources at a centralized VM. Instead, it provides a synchronous
copy of file integrity monitoring tool, that is, SFMT at each VM that executes
availing the resources of the host VM. Yet the concept is distributed because only
the admin can specify which configuration and system-specific files present at that
VM need monitoring, and is the one who is responsible for event log analysis and to
provide policies for response in case the integrity is subverted. The design of the
approach is based on files; everything from integrity of a file to policy or initiali-
zation information resides in the files itself. Through NFS, the host VM’s file
monitoring script can access the specific file; we call it as initialization file that
contains the information of which host files need to be monitored. The file can only
be modified by admin, and the structure for it is as follows: Each line of the file has
first value as the path of the original file that needs to be monitored and a space
separated value that describes the backup replica path for that file that needs to be
used for replacement if the original file integrity is lost. When the script is executed
over the VM host for file integrity monitoring, the file integrity establishment
module reads the information as described in the initialization file, opens the ori-
ginal and backup file replica, and creates integrity hashes using the well-known
SHA-256 bit algorithm with added secret value as described by the admin so as to
make it irreproducible by an attacker after doing a malicious change to the file. If
the attacker does the change knowing the algorithm, he can generate the hash and
put it into the file, but use of the secret value removes this easy possibility, making
the process more stringent to attacks. After creating the integrity hash for the file
contents, the hash is appended in between the well-defined <SFMT></SFMT> tags.
A file contains not only the file content integrity information but also the file
attribute information. We have identified the minimal and most effective file
attributes, namely user mode or permissions, user id, and group id. We identified
that apart from the other file attributes such as modification time, number of links,
file size, and I-node number whose information is somehow captured in the file,
these attributes are quite useful in the identification of permission modifications that
cannot be captured in the file integrity information. Hence, with the file integrity
information in between the <SFMT></SFMT> tags, we also append the file attri-
bute-specific information in the <SFMT_FA></SFMT_FA> tags. This file attri-
bute-specific information is then utilized during integrity monitoring stage to find
out discrepancies if any, in mode, user id, and group id of the files. But to avoid
modifications to the value of file attributes to evade detection, the value is con-
catenated and encrypted with a crypt function (A Perl-specific encryption specifi-
cation). We have used this one-way function that takes an input storing and the
SALT to create cryptographic information for our implementation; however, more
secure and robust cryptographic method can be used to encrypt the file attribute
information. This makes the information to be safely captured in the file itself.
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Figure 1 shows the snapshot of the file with added integrity information, and Fig. 2
shows a snapshot of initialization file at a monitored VM.

If the technique finds a file with already added integrity information, it skips that
file and does not override the integrity information; however, it brings this event
into the notice of the admin through email and event logs so that any misconfig-
urations or attackers’ mischiefs can be handled manually if needed. The technique
is intelligent in the sense that addition of the integrity information does not affect
any file in its way of operation. It has a list that contains file type and the characters
that should be used for appending the integrity information as comments so that
they do not create any defect in their operation. For example in case of a .c file, “//”
are used as first starting characters before adding the file integrity and attribute
information. In this way, the technique is able to store integrity information to any
file keeping into account that addition of such information does not affect its
operation or functionality.

3.1.2 File Integrity Monitoring, Alert, and Response

File integrity monitoring is periodic in nature. It follows a specific and lightweight
mechanism to alert the admins in which the host script sends the mail with the
details of the event happened along with the information of the file integrity and the
attribute changes done maliciously on a specific file on VMs. It also uploads the

Fig. 1 Snapshot of a file on VM host with integrity information added by SFMT

Fig. 2 Initialization file snapshot at a monitored VM
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event logs periodically to the Web server through FTP so that they can be analyzed
by the admin on the fly through management Web server with associated creden-
tials. The approach to file integrity monitoring is lightweight in the sense that
neither does it access database for extracting the integrity of the file nor does it
manage any key to make database access secure, as all the integrity information
exists in the file itself. It extracts the information from between the <SFMT>
</SFMT> and <SFMT_FA></SFMT_FA> tags. The integrity monitor extracts the
current integrity of the file and its attributes, which is then verified with the current
integrity as calculated in the same manner from the file contents. If the current file
integrity information matches with extracted integrity from file, then it shows that
the file is intact and the tool moves to the next file for integrity checking operations
and so on. Again the information of which files need to be monitored is present in
the shared read-only initialization file between the admin VM and the host VMs. If
in any case the file integrity gets changed, the backup file is scanned by the integrity
monitoring tool for identifying whether it is authentic or not. If the backup file is
itself modified, an alert with priority 1 is lodged in the event log files and the emails
are sent to the admin for manual intervention as SFMT cannot do any operation in
this situation. However, if the backup file is authentic, then the original file is
replaced by its backup replica from the specified location. SFMT also stores
the information of this event in the log file and uploads the information on the
specified FTP.

3.2 SFMT Design and Deployment

The deployment strategy used in SFMT is shown in Fig. 3. We have deployed the
SFMT tool in all the VMs in centralized cum distributed manner under control of
central VM in the cloud environment. We have chosen this deployment strategy as
it is lightweight when a privilege VM on each host in a cloud environment will
control all the other VMs for their file monitoring operations.

The privilege VM shares the initialization and event log file with each of the VM
under its control. The files are properly configured, and the permissions are set in a
manner such that the files can only be accessed by SFMT, which runs as privileged
process on VMs. The files are shared with NFS. In our deployment scenario, we
have kept all the backup files pertaining to a VM host separately under admin VM
shared with NFS. The schematic flow diagram of working of SFMT is shown in
Fig. 4 which depicts how the SFMT is executed by admin VM user for a specific
VM host and how the actions are taken based on operation type which can be either
integrity establishment or integrity monitoring. It also depicts what will happen
when the integrity of original file or its backup replica is subverted and how the
alert and response are taken care of by SFMT.
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4 Experimental Setup, Results, and Analysis

The scheme was tested in cloud stack management server and XEN as hypervisor
on the host. The host and VM run Ubuntu 12.04 and Ubuntu 11.10 releases. The
SFMT tool is created as an executable Perl script in Linux. SFMT implementation
uses Perl 5.14 active state release. Perl is chosen for implementation as the concept
of file integrity establishment and monitoring involves numerous file access and text
searching operations and Perl is known to be one of the best languages for regular
expression matching. Many of the other modules that are a part of SFMT imple-
mentation include response module which incorporates mail sending, event logging
alert and reporting components. We have used SMTP authentication implementa-
tion for secure transmission of alert emails by the host VM. The network file system
between the admin and host VMs allows in sync sharing of the log and initialization
file from centralized VM. Secure FTP connection is used for uploading the event
log files to the management Web server. We have used as dataset a set of 100 files
at each VM that describes the configuration of system and user programs. Admin at
the privileged VM defines for each VM the initialization file that the specific VM
SFMT can access through NFS with read privileges. The file can be updated
anytime by the admin based on the needs. This means that he/she can append or
delete the files which need file integrity establishment and monitoring. Admin also
shares a log file with other VMs that log the event information. Both email alerts
and Web upload-based event logging are introduced to make the system more

Fig. 3 SFMT deployment strategy

344 S. Gupta et al.



robust and responsive. Users at host VMs have no control over the operation of
SFMT; it is fully controlled by centralized VM. It is same as all other kind of
background processes that run on the host for carrying out regular activities. Admin
is responsible for setting the email set that needs to be reported in case file gets
subverted. Admin can also choose the time period after which the file monitoring is
done over the file set specified in the initialization file. After iterations and ana-
lyzing the CPU consumption, we set the value to be 1/10 of a second. This means
after each 1/10 of a second, the next file is scanned as given in initialization file and
in round robin fashion; hence, if 10 files are specified in the initialization set, it will
take 1 s for SFMT to perform the file monitoring operation on the same file again. If
the value of time period of monitoring is set too high, it will save resources, but if
made too low, then it will result in a high CPU utilization for file monitoring
activities. Hence, a proper value needs to be determined based on cost benefit
analysis. The average CPU consumption we found in measuring at various time
periods is shown in Fig. 5. We have also divided the detection speed discretely in

Fig. 4 Workflow of SFMT in cloud environment

A Resource-Efficient Integrity Monitoring and Response … 345



levels that we expect with various time periods. With synchronous run (when
SFMT runs round robin on the set of files without delays), we have seen an average
CPU utilization on a VM of about 28 % and a real-time detection, hence repre-
senting the detection speed at highest level of 100 %. Similarly, we have shown the
statistics at other runs when we varied time period of monitoring from 1 ms to every
10,000 ms and a special case when SFMT is not running.

The aim is to set correct values for time period for periodic file monitoring with
best CPU utilization and detection speed. We found the value of time period as per
100 ms as best as it gives best ratio of detection speed and CPU utilization among
all. The snapshot of CPU utilization without and with SFMT with defined period is
as shown in Fig. 6.

We also created the lightest possible database implementation that can counter
SFMT. We engaged both of them to do integrity monitoring on a set of 20 files and
identified that the time taken by SFMT at various workloads is higher or com-
petitive with its database-based implementation. This is when all optimizations for

Fig. 5 Average CPU
consumption versus detection
speed for various time period
values of monitoring

Fig. 6 CPU utilization without and with SFMT running on a VM
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monitoring and response exist in SFMT and DB implementation, which shows that
it is a far better and lightweight file monitoring and response tool compared with
tools providing ample features for monitoring response and analysis that may not be
a need in resource critical systems. Figure 7 describes the statistics of such
experimentation.

We have tried a real-time attack on the set of files that are secured by SFMT. We
have written a program that does malicious modifications to files that are secured by
SFMT every second and in a round robin fashion similar to what SFMT does
during file monitoring. We ran the attack script for 10 min and recorded the CPU
utilization and efficiency of SFMT in alert and response. SFMT sent emails
whenever it found discrepancies in file integrity to admins, checked for integrity-
verified backup replica, and if authentic replaced the old file with its backup replica
and simultaneously it updated the event logs on the server for further analysis and
reporting. The CPU utilization at various time frames of attack is as follows.

The analysis shows that SFMT stabilizes file monitoring and reporting alert and
response operations during attack and is very consistent in its attack detection alert
and response in rigorous attacks over the file monitored. It also does not overburden
the network for alert and logging. Figure 8 describes the behavior of SFMT in alert
and response scenario and how it stables down after an attack. It saves a decent
amount of resources in storage as we identified that it only adds 100 bytes to a file
for appending integrity. We recorded a saving of around 70 % of storage
requirements in comparison with a database-based implementation in our
experimentation.

Fig. 7 Comparing
database- and SFMT-based
implementation at various
CPU workloads for
monitoring a set of files
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5 Conclusions

The article describes the need for lightweight file monitoring approaches for moni-
toring system-specific and configuration files on VMs in cloud environment and
provides initial results of its deployment on XEN platform. The article also lists
techniques and tools available for file monitoring with their description and the gaps
that suggest a need for cloud-specific and lightweight solutions. The proposed
solution deploys file monitoring without the use of database for storing file integrity
information and instead uses the file itself for storing it in an intelligent manner so that
it does not affect its manner of operation if any. The technique provides the same level
of security and is more resource efficient and computationally superior than database-
based implementations. It takes the lightweight measures as taken from previous
schemes for response, alert, and reporting and work in a consistent behavior at
various CPU workloads. It is highly platform independent and configurable to be
centrally controlled. Creation of a commercial version of the tool is in progress.
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Bookmarklet-Triggered Literature
Metadata Extraction System Using
Cloud Plugins

Kun Ma and Ajith Abraham

Abstract In this paper, a bookmarklet-triggered literature metadata extraction
system using cloud plugins is designed to find metadata of the publisher Web
pages. First, we propose selector-syntax extractors using CSS-like syntax.
Furthermore, we deploy them in the cloud. Finally, a bookmarklet-triggered way is
proposed to execute cloud script to extract metadata of current Web pages.
Compared with current methods, this system works across browser platforms with
flexibility and extensibility and without installing additional plugins.

Keywords Metadata extraction � Content negotiation � Bookmarklet � Cloud
computing � Plugins

1 Introduction

Literature metadata extraction is a kind of method to extract metadata (author, title,
affiliation, email, abstract, keyword, etc.) from semi-structured publishing Web
pages. Literature metadata extraction system is a broad class of software applica-
tions targeting at extracting information from the literature Web pages. The method
addressing the extraction issue interacts with a Web page and extracts data stored in
it. The extracted information consists of elements in the page as well as the full text
of the page itself. With this method, we can use metadata results to assist the
literature entry, literature sharing, and literature recommendation.
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With regard to the issue of the literature metadata extraction, there have been
several main approaches [1, 2], i.e., automatical approach, semi-automatical
approach, and manual approach. Among these approaches, automatical and semi-
automatical approaches are intelligent methods with a low accuracy. Although the
manual approach has a high accuracy, it requires manually writing templates or
extraction rules. Some other intelligent methods, such as HMM-based approach [3]
and roadrunner [4], require a large training sample to construct the extractor. To
further improve the accuracy of these methods is very difficult.

In this paper, we design bookmarklet-triggered literature metadata extraction
system using cloud plugins. By implementing selector-syntax extractors and the
bookmarklet-triggered way, we aim at a highly flexibility and interoperability. The
contributions of this paper are several folds. First, we present how to find elements
using selector-syntax extractors that we design. Furthermore, extractors are
deployed in the cloud. The update of extractors is not considered by users. Finally,
we propose a bookmarklet-based way to trigger selector-syntax extractors, which
enables users to extract literature metadata from Web pages of different publishers
in an unobtrusive way. Besides, this approach works across browser platforms
without installing additional plugins and software except a bookmarklet.

This bookmarklet-triggered literature metadata extraction system is advanta-
geous because it provides the independent trigger way. Users could extract the
metadata without installing any software. This is easy to be integrated with current
third-party systems. This approach is unified since it is suitable for all the hetero-
geneous publishers. Besides, as a cache of the extraction result, it is stored with
schema-free document stores in the cloud.

The rest of the paper is organized as follows. Section 2 discusses the related
work and background, and Sect. 3 presents the architecture, extractor, and triggered
way of literature metadata extraction. Section 4 gives the survey result of this
system. Brief conclusions are outlined in the last section.

2 Related Work

2.1 Literature Metadata Extraction

With regard to this issue, there have been several main approaches [5].
The first is extracting metadata from none-scanned document, i.e., Office word

file, latex source document, and PDF document that conforms to the template. Due
to the diversity of the template, some more manual intervention is generally needed
with higher failure rate. An example is that CrosssRef provides an open-source tool
called PDF-Extract for identifying and extracting semantic metadata from PDFs of
scholarly journal articles or conference proceedings [6]. This tool performs struc-
tural analysis and categorizes sections to determine column bounds, headers,
footers, sections, titles, and so on. Another example is that metadata can be
extracted from a PDF file embedding with pre-generated XMP file [7]. However,
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the disadvantage is that this is not a standard that all content producers will follow,
and not all the PDFs contain this information. There is also another method to
identify DOI in the PDF first and then obtain the metadata from the DOI content
negotiation service.

The second approach to extract literature metadata is using result resolution of
academic search engines. For instance, developers can quickly find out information
about literature information (researchers, papers, conferences, journals, organiza-
tions, and keywords) by using Google Scholar and Microsoft Academic search
engine. However, the result resolution is heterogeneous, and not always correct due
to lack of APIs.

The third approach to extract literature metadata is using APIs of third-party
literature databases. Some third-party organizations provide APIs (e.g., metadata
search API by CrossRef, ResearcherID Web Services by Thomson Reuters, and
APIs by Scopus and ORCID) to acquire literature metadata by unique literature ID
(e.g., DOI, ArXiv, and PMID).

The fourth approach to extract literature metadata is DOI content negotiation
[5, 6, and 8]. DOI content negotiation is used to retrieve different representations of
a work. It allows the developer to request a particular representation of literature
metadata. Instead of accessing this service directly, DOI content negotiation makes
a resolution via http://dx.doi.org by specifying the content types of HTTP Accept
header. The advantage is that content negotiation enables literature metadata
extraction without knowing its origin or specifics of the DOI registration agency.

The fifth approach to extract literature metadata is DOI resolver. It is the
interface for a specific registration agency to obtain the bibliographic metadata or
Web page from DOI. However, the interface of DOI resolver is heterogeneous, and
each of the registration agencies has its own specification. The challenge is how to
integrate the resolver together and design a DOI resolver for the new registry
agency.

The last approach is data extraction from semi-structured Web pages [1, 2]. This
taxonomy is based on the main technique used by each tool to generate a wrapper:
wrapper development, wrapper induction tools [9, 10], HTML-aware tools [11],
and ontology-based tools [12, 13]. Our methods presented in this paper are efforts
toward developing HTML-aware tools using cloud plugins.

After analyzing the three solutions, we select a flexible plugin-based method to
extract literature metadata. Compared with current manual approaches, we design a
selector-syntax extractor with cloud plugins.

2.2 Triggered Way

Along with Web 2.0 and big data technology, the concepts have led to the
development and evolution of Web-based applications. Therefore, we use book-
marklet and NoSQL document stores to benefit the implementation of literature
metadata extraction system.
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There are mainly two ways to trigger an action in the browser. The first is
bookmarklet. A bookmarklet is a bookmark stored in a Web browser that invoking
JavaScript commands [8]. For example, a bookmarklet might allow the user to
trigger literature metadata extraction, click the bookmarklet, and then present the
metadata results in the sidebar. It is designed to add one-click functionality to a
browser or Web page. When clicked, a bookmarklet performs some functions.

The second is browser plugin. Generally, browser plugin utilizes ActiveX or
Chrome Plugins to trigger a high-privilege action that is not triggered by the Web
elements (buttons or links). Compared with bookmarklet, this way need extra
software installation to complete the task.

3 Literature Metadata Extraction System

3.1 Architecture

First, we discuss the architecture of our proposed bookmarklet-triggered literature
metadata extraction system. As depicted in Fig. 1, the architecture is composed of
two points of view in order to reduce the complexity: browser layer and cloud layer.
Browser layer provides bookmarklet to trigger literature metadata extraction and a
sidebar to display the extraction result. Cloud layer provides selector-syntax
extractors using cloud plugins. Each plugin is made by different selectors. After the
success of literature metadata extraction, the results are saved in the cache presented
by NoSQL document stores.

3.2 Selector-Syntax Extractor

We propose an extractor to find or manipulate matching elements using a CSS-like
selector syntax, which allows very powerful and robust queries of the HTML DOM
tree. We implement a contextual select method, which is available in an element or
elements, to filter by selecting from a specific element, or by chaining select calls.
In addition, select method returns a list of elements, which provides a range of
methods to extract and manipulate the results.

Regular Selector We divide regular selectors into two categories: element selector
and attribute selector, which is shown in Table 1. Element selector returns elements
by tag, ID, and class name (e.g., 1–3), and attribute selector returns elements by
attribute value supporting wildcard characters and regular expressions (e.g., 4–8).

Selector Combination Next, we design some new selectors with the combinations
of the above, which is shown in Table 2. They are divided into element combinations
(e.g., 1–3), iterator combinations (e.g., 4–7), and group combinations (e.g., 8).
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Table 1 Regular selector

No. Name Description Example

1 tagname Find elements by tag div

2 #id Find elements by ID #title

3 .class Find elements by class name .cls

4 [attr=value] Elements with attribute value [alt=test]

5 [attr^=value] Elements with attributes starting with [href^=/t/]

6 [attr$=value] Elements with attributes ending with [href$=/t/]

7 [attr*=value] Elements with attributes containing with [href*=/t/]

8 [attr*=value] Elements with attributes matching RepEx [src*=/[0–9]._jpe?g/]

Fig. 1 Architecture of
bookmarklet-triggered
literature metadata extraction
system
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Embedding Code Selector Next, embedding code selectors (that start with {and
end with}) are further extended, which is shown in Table 3. Since we use depen-
dency injection to embed some manual codes and regular selectors, it becomes
much cleaner and easier to follow. Some codes of the complicated business process
can be embedded in selectors. These selectors can execute some user-defined
functions to find elements by boolean expressions. This is a new way of the
separation of manual codes and regular selectors.

3.3 Cloud Extraction Plugins

Finally, a selector-syntax extractor is made by the above three selectors. We deploy
selector-syntax extractors in the cloud with plugins. This way has the advantage
that the browser/client does not maintain the selectors. Once the publisher Web
pages upgrade, the only thing to do is to update the selector-syntax extractors in the
cloud, which is transparent to the users and developers.

3.4 Bookmarklet-Triggered Way

We present the triggered way to invoke cloud selector-syntax extractor plugins
using bookmarklet. Bookmarklet is a bookmark stored in a Web browser that

Table 2 Selector combinations

No. Name Description Example

1 el#id Elements with ID div#title

2 el.class Elements with class div.cls

3 el[attr] Elements with attribute img[alt]

4 ancestor child Child elements descending from ancestor div p

5 parent>child Child elements descending directly from parent div>p

6 sA+sB Finds sibling B immediately preceded by sibling A div.#title+div

7 sA*sX Finds sibling X preceded by sibling A h2*a

8 el,el Group multiple selectors div#title,div.cls

Table 3 Embedding code selector

No. Name Description Example

1 {has(seletor)} Find elements matching the selector div{has(a)}

2 {contains(text)} Find elements containing given text div{contains(abc)}

3 {matches(regex)} Find elements matching regex div{contains(.jpe?g)}

356 K. Ma and A. Abraham



contains JavaScript commands to trigger cloud selector-syntax extractor. We put
the following code to execute cloud JavaScript c.js.

javascript:void(( function (){var%20 element=document.
createElement(’script ’);element.setAttribute (\

’src ’,’http ://[ cloud]/c.js?url=’+window.location.href);
document.body.appendChild(element);})())

After that, cloud Javascript c.js will take URL as the input and extract literature
metadata using selector-syntax extractors. The following code is the segment of
c.js. Figure 2 shows the screenshot of our bookmarklet-triggered literature metadata
extraction system. After clicking the bookmarklet, the metadata is extracted to
display in the new layer.

var url=$.getUrlVar(’url ’);
$.ajax({ dataType: ’jsonp ’,url:’c.php?url=’+url ,success:

function(json){
// display json.title , json.author , json.abstract ...
});});

Fig. 2 Screenshot of our bookmarklet-triggered literature metadata extraction system

Bookmarklet-Triggered Literature Metadata Extraction System … 357



4 Survey Result

4.1 Bookmarklet Versus Browser Plugin

We now turn to quantitative evaluation of how well our literature metadata
extraction system ran in terms of user satisfaction. We made a survey to the
researchers of our university. We asked the researchers to rank the two prototype
systems that we developed: One is a bookmarklet-triggered and another is plugin-
triggered. Figure 3 shows the feedback of user satisfaction. We have received 121
valid feedbacks. A total of 71.9 % of researchers thought that our system is user-
friendly, 21.7 % of researchers thought that browser plugin is better than book-
marklet, and 7.4 % thought that both systems are OK. Furthermore, more than 80 %
of researchers who dislike bookmarklet are not used to both of these systems. We
believe that the bookmarklet-triggered way will be better after the understanding of
Web 2.0 technology.

70%

20%

10%

bookmarklet is better
plugin is better
both are OK

Fig. 3 Survey result of
bookmarklet and browser
plugin
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5 Conclusions

In our demonstration, we will present a bookmarklet-triggered literature metadata
extraction system using cloud plugins. Selector-syntax extractors and bookmarklet-
triggered way have been proposed to make the system flexible and extensible.
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